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FOREWORD

The problem of image data compression is to find a way of coding

the graytone information in an image in as few bits as possible while

maintaining a given image quality.

Many encoding techniques for achieving image compression have

been used in the past, the most popular among these are Differential

Pulse Code Modulation (DPCM) and Transform Coding.

This research was performed under U. S. Air Force Contract

F33615-78-C-1545.
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PART I

ADAPTIVE CODING OF IMAGES USING DIFFERENTIAL PULSE CODE MODULATION

1. Part I Introduction

To date most of these techniques have been utilized with fixed bit

assignment procedures selected with respect to a particular encoding

technique. In a fixed bit assignment procedure for a given compression

ratio each resolution cell in the image is assigned the same number of

bits as any other. On the other hand, in an adaptive encoding scheme the

number of bits allocated to different areas in the image changes according

to area complexity. We expect that the performance improvement available

through adaptive encoding will be greater than that possible by experi-

mentally "fine tuning" a particular kind of encoding scheme and using a

fixed bit allocation procedure.

We assume that the image under consideration is partitioned into a

set of equal-sized, nonoverlapping blocks or subimages. The encoding

of the image will then take place sequentially, block after block, and

the encoding time for each block will be the same. We will also impose

the constraint of a fixed number of bits per picture frame. The need

for an adaptive bit allocation procedure arises for two reasons:

(1) The statistical characterizations of the image data are

not known in advance.

(2) Some blocks of the image are more complex than others and

require more encoded bits to maintain image quality.

Point 2 suggests that the bit rate generated by the allocation

procedure should be variable, changing as the complexity of the blocks

through the image changes. Best utilization of the channel, however,

indicates that the channel capacity should be the desired long-range bit

): I: :,-' lr :_ z ,.in~1



transmission rate. This implies that a buffer is needed to accept a

variable rate input bit stream and which produces a constant rate bit

stream to dump into the channel.

To ensure the long-range average bit transmission rate equals the

channel capacity and at no time does the buffer overflow or underflow,

a controller is needed which, given the constraints of buffer size and

output bit stream rate, will allow more or fewer bits to be allocated to

any given block depending on block complexity. For this to be possible,

the controller must have knowledge of buffer state; i.e., how full the

buffer is, and the complexity of future blocks. In this paper, we use

the RMS error versus bit rate function of a block as a measure of its

complexity.

In order to evaluate the results of the causal rate buffer constrained

bit allocation procedure, we performed experiments. Using RMS error as

our criteria the experiments showed that the procedures can be rank

ordered from best to worst by

(1) Non-causal optimal bit allocation

(2) Non-causal optimal bit allocation with rate buffer constraints

(3) Causal adaptive bit allocation with rate buffer constraints

(4) Non-adaptive bit allocation

Procedures (1) through (3) will be discussed in the next section. Experi-

mental results and comparisons between (1) and (2) using several DPCM

compression techniques will be shown in the last section. Section two

describes the DPCM techniques used through the Part I experiments and

section three describes the image preprocessing and postprocessing

techniques used in Part I.

'2
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2. Causal and Non-Causal Bit Allocation

In this section we will formally define the causal and non-causal

bit allocation problems and provide solutions for them. In these two

problems the image to be compressed is assumed to be divided into K

mutually exclusive and equal-sized blocks. We want to find out a way

to allocate the available bits to these blocks so that the resulting

quantization error is minimized. Bit allocation constraints imposed

by the buffer size are considered.

2.1 Causal Bit Allocation

In causal bit allocation, exact knowledge of error versus bit rate

is not available for future blocks, but summary information of past

blocks is available. Causal bit allocation then employs a model to

estimate the future error versus bit rate function using the past infor-

mation and the buffer constraints. Bit allocation then proceeds using

these estimates. Blocks with high estimated complexity get more bits

than blocks with low estimated complexity. First we describe a causal

bit allocation procedure which does not use any rate buffer constraints

and then we give a modification which uses the rate buffer constraints.

Let there be K blocks which must be allocated bits and let

P = {PI' ...' PN} be the N possible bit allocations which can be given

to each block. Let e be the RMS error versus bit rate function for
P

the present block, and let ef be the average error per block we expect

to make for future blocks after allocating bits. ef and ep will there-
ip

fore map each element in the possible bit assignments set P into a real

value representing the corresponding RMS error. For any number of bits

3



b in the set P, ef(b) has the meaning of the average error made on a

future block upon allocating an average of b bits to each future block.

Assume blocks 1 through t-1 are the past blocks. Let bt be the

bits allocated to the tth block and Bt be the number of bits available

to allocate for future blocks t to K. Then optimal bit allocation

chooses bt to minimize

et (bt) + (K-t) et(Bt - b t  (2.1)

After allocating bt bits lo the tth block, there remains Bt+1 bits

where

t+l t t (2.2)
B =B - b(2)

The present error function can be used to update the expected

future one. When e t(bt ) > e (bt),the error that resulted from allo-P f

cating bt bits to the tth block is worse than that expected for future

blocks and

et(bt) - ef(bt)

t (b t )
efb)

is the relative amount of error more than expected. When this is

greater than zero, it should tend to make the next estimate of expected

future error larger. Hence a reasonable updating formula for ef is:

t l

f e (bt) ef21
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To take into account rate buffer constraints, we must not allocate

t
a number of bits which makes the rate buffer over or underflow. Let r

be the number of bits in the rate buffer just after block t-1 has been

processed. Between time t-l and t,the rate buffer will dump c bits

onto the channel and accept b t bits from the tth block. Hence,

t+l t btr - r -c+b

t+l
The number r is constrained by not under or overflowing. If the

buffer has R bits capacity,

t+l0sr SR

This implies

c - r t s R + c - rt (2.4)

One possible rate buffer constrained bit allocation procedure is to

choose bt which minimizes (2.1) under the constraint of (2.4). Another

is to minimize (2.1) with a penalty added for filling up the buffer.

That is, assuming the buffer is initially half full and under the con-

straint of (2.4) minimize

eth(bt) + (K-t) et Bt-bt t btK

The causal scheme is illustrated in Figure (2.1).

The buffer size problem can be stated as follows. Let R be theo0

initial state of the buffer, R the buffer size, c the channel capacity

and K the number of blocks per picture frame. In order to prevent

45
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overflowing or underflowing the following relation must be satisfied

for every L, 1 < L < K.

L
R < Y b - Lc < R - R (2.5)

ri=l0

where b represents the bits allocated to the nth block. A judicious

choice for R is
0

R = R/2
0

therefore (2.5) becomes

I b Lc < R/2 (2.6)

Letting the available number of bits per picture frame equal the

amount that can be transmitted over the channel, the following relation

must be satisfied for every L, 1 < L < K.

L
bn  Kc (2.7)

.

For large buffer sizes (R > 2 K c),only relation (2.7) imposes a

constraint on the bit allocation. For smaller buffer sizes both

relations (2.6) and (2.7) constraint the bit allocation. We refer to

these two situations as the non-buffer constrained and buffer constrained

bit allocation respectively. This is illustrated in Figure (2.2).

I' Assuming that the bit allocation procedure allocates bits bl,

bk and produces a fixed error for each block, we want to choose the

7-. S
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buffer size R so that R is the smallest size buffer satisfying that

for every L, 1 1 L 5 K

LJ
P - Lc > R/2 < P

n=I  n- -

where P is a given probability.

This size for R assures that by choosing a bit allocation that

makes each block have the same error, the probability of buffer over-

flow is kept to less than probability Po.
0

2.2 Non-Causal Bit Allocation

In the non-causal bit allocation problem,the error versus bit

rate functions for all blocks in the image are known before processing

therefore an optimal bit allocation over these blocks can take place

which will minimize the total RMS error under the constraint of a

fixed number of bits per picture frame. The performance of the non-

causal approach is therefore a least upper bound on any causal approach.

The optimal non-causal bit allocation problem can be stated as

follows. Let there be K blocks which must be allocated bits and let

P= {p' ".' PN} be the set of N possible bit allocations which can

be given to each block. The optimal non-causal bit allocation problem

is then choosing bI , ... , bK so that

K
en (bn ) (2.8)

is minimized under the constraint that

10
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K

I b n B (2.9)
n=1

where B equals the number of bits that can be transmitted over the

channel.

For the non-causal buffer constrained bit allocation problem, in

addition to (2.9),the following relation constraints (2.8) for all L,

K
Ib n- Lc :S R/2 (2.10)

n1 n

where R is the buffer size and c the channel capacity.

Appendix A.2 provides a dynamic programing procedure that solves

the non-causal bit allocation problem. Appendix A.3 provides an

analytic solution to this problem. Figure 2.3 illustrates the non-

causal scheme.

I
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3. DPCM Compression Techniques

Among the best known image compression techniques, are those based

on Differential Pulse Code Modulation (DPCM). DPCM works in the

following general way. Information which the receiver already has

is used to predict or estimate the actual data value. This estimate

is computed both at the transmitter and the receiver. The transmitter

codes and sends the difference between the actual data value and

the estimated data value. The receiver adds the received difference

to its estimate to reconstruct the actual data value. With a good

estimation scheme, the variance of the transmitted difference

values is likely to be much smaller than the variance of the actual data

values. In this way compression is achieved since fewer bits are

required to encode the smaller variance difference values to be trans-

mitted.

According to the spatial location of the information used in the

estimation or prediction scheme, we can distinguish two main types of

*DPCM schemes; one-dimensional and two-dimensional DPCM. In the one-

dimensional DPCM scheme values only on the current line, usually from

the reconstructed image, are used to estimate the actual data value.

In two-dimensional DPCM values from the current and immediate neighboring

lines are used. Past reconstructed data values are used in classical

j1-D and 2-D DPCM. For one-dimensional time signals, past means data

values which precede the current data value in time. In classical 2-D

DPCM image coding, when the image data values are generated in the usual

13
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raster sean mode, past data values are those data values on lines above

the current line or data values on the current line but to the left of

the current data value.

To specify a 2-D DPCM procedure the quantizer, quantizer dither

and predictor must be defined. The quantizer should be a Max quantizer

based on the distribution of the image differences. A detailed information

on the Max quantizer is provided in appendix A.l.

Before quantizing the image differences, a small amount of dither

should be added to these differences and then subtracted from the

quantized value to help eliminate contouring effects. The dither can

be created from a uniformly distributed pseudo-random number generator

having zero mean and a range proportional to the standard deviation of

the image differences.

The predictor can be a linear combination of previously DPCMed

neighboring values or values coming from a low-pass filtered image or

a combination of both. This results in three types of DPCM techniques:

closed loop DPCM, open loop DPCM,and combined open and closed loop DPCM.

We will describe each of these techniques in sections 3.1, 3.2 and 3.3.

3.1 Closed Loop 2-D DPCM

This corresponds to the classical 2-D DPCM technique. It involves

using a linear combination of the west, north-west, north, and north-

east previous DPCMed values as an initial predictor, quantizing the

"4 difference between the original value and it, and forming a final pre-

dictor or reconstructed value by adding the quantized value to the

'1
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initial predictor. As mentioned before a small amount of dither should

be added to the differences before quantizing and substracted after-

wards. Figure 3.1 illustrates the closed loop DPCM concept.

3.2 Open Loop DPCM

In this DPCM technique, the current data value is estimated using

some available rough estimates of data values in the neighborhood of

the data value to be estimated. The algorithm is based on the fact

that a low-pass filtered image makes a good estimate of the original

image.

The image to be compressed is low-pass filtered and sampled taking

every mth row and nth column. The sampled values are coded and sent to

the receiver. The receiver estimates the image by interpolating these

low-passed sampled values. The transmitter transmits the dithered

quantized difference between the actual data value and the receiver's

estimated value.

This open loop procedure has the following nice property: a

channel error in the coded difference will affect only the data value

in the resolution cell associated with the coded difference. A channel

error in the PCM transmission of the low-p. filtered image will affect

only the small neighborhood of resolution cells using the PCM value in

the interpolation. Figure 3.2 illustrates this technique.

3.3 Combined Open and Closed Loop DPCM

This technique computes an initial predictor as a linear combination

of the four DPCMed values used in the closed loop technique plus values

from the five remaining neighbors coming from the low-pass filtered image.

15
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The difference oetween the original value and the predictor is

determined and a small amount of dither coming from a uniform pseudo

random generator is added to the difference. The result is quantized.

The quantized result is added to the initial predictor and the dither

is substracted to form the final predictor. Thus to specify the

combined method, the low-pass filtered image, the quantizer, the

dither, and the coefficients of the predictor must be defined.

Fig. 3.3 !llustrates the combined method.

3.4 Models for Predictor Design

We stated in the previous sections that the predictor can be

computed as a linear combination of previous DPCMed values and/or

values coming from a low-pass filtered image. One question that now

arises is how to determine the coefficients in the linear combination

in order to have a good predictor. The answer to this question is of

considerable importance since,as it was mentioned before a good pre-

dictor scheme will result in a small variance for the image differences

to be transmitted, which in turn accounts for the degree of compression

achieved. We shall investigate this problem in this section and will

provide several solutions each optimal under a different model.

We will approach the predictor design problem under the assumption

that the resolution cells involved in the evaluation of the predictor

all share a certain graytone property. In other words, our model assumes

that the resolution cell whose graytone we want to estimate and those

in the surrounding 3 x 3 neighborhood belong to a certain region within

the spatial domain of the image, and therefore satisfy some relationship.

01
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This model will be an over-simplification of a more complete model for

image data that will be described in section four, but will suffice

for the purposes we are interested in this section.

Two specific sub-models that fall under the general context des-

cribed above shall be investigated: the flat (horizontal) model and

the sloped model. The flat model assumes that all resolution cells

within a region have the same graytone value. The sloped model assumes

that there is a linear relationship among row and column indexes and

graytone values which is satisfied for all resolution cells within a

region. If we let (r, c) be the row and column indexes pair identifying

a resolution cell within a region and I(r, c) the corresponding graytone

value then we will have

I(r, c) = y

for the flat model, and

I(r, c) = ar + Oc + y

for the sloped model,

where a, a and y are parameters that describe a particular region.

We may now take into account the effect of random noise added to

the data. Assuming stationary noise with zero mean the real (noisy)

image data can be described as:

y(r, c) ( Ir, c) + z(r, c)

where

E[z(r, c) 0

E[z(r, c)z(r', c')] - Ka(r-r', c-c')

(2
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Let {yI, ... Yn} be the set of graytone values to be used in the

estimation process, {rI , ..., r n } and {cI , .... Cn I be the.corresponding

sets of row and column indexes, and {zI , ...,I zn  the associated random

noise values; then the following linear relations result by applying

the flat or sloped model.

for the flat model and

Yl rI  cI  a zI

i+
Yn n _n

for the sloped model.

Both relations can be expressed as

y = Ap + z

where y is a column vector representing the data, A is the design matrix,

p the parameter vector and z the error vector which represents the random

noise. The design matrix A can be also written in the form

A= [1
I ~ A 1 r ,i

for the flat model or

A ( r, c, 1)

for the sloped model,

(4 where r is the column vector of row indexes, c the column vector of column

Indexes and 1 a column vector containing all ones.
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The predictor design problem consists then in estimating the

parameter vector 0. Two estimation schemes can be used for this

purpose, least square error estimates and minimum variance unbiased

estimates. Each of these two approaches is optimal as we shall see

later depending on whether the noise is uncorrelated or correlated.

3.4.1 Least squares estimates

The "least squares" approach tells us to estimate p in such a

way that the sum of squares of errors (noise value) is minimized.

Our model is described by

y - Ap + z

Since z'z is the desired sum of squares, we have

z = y - Ap

Z= y' - p'A'

z'z = (y' - p'A')(y - Ap)

Obtaining the derivative and setting the result to zero

a(z'z) = -2A'(y - Ap) = 0

a (A'A)p = A'y

* Solving for p we obtain

p = (A'A)- 1 A'y

3.4.2 Minimum variance unbiased estimates

The minimum variance unbiased estimate of p is obtained by the

application of a very general form of Gauss Markov Theorem: Let

Iy - Ap + z

E(z) = 0

var(y) - var(z) o 2V

j 22
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where V is a matrix (square, symmetric, non-singular) of order (n x n)

with known elements. In other words the covariance matrix, i.e., the

variances of y(i) and covariances between y(i) and y(i) are known

except for an arbitrary scalar multiplier applied to all of them. Then

the best linear estimate of an arbitrary linear function 'p is equal to

'p where p minimizes the guadratic form

z'V-1 z

Notice that minimizing this expression is equivalent to minimizing the

standard quadratic form due to error, that is

1 z'V 1 Z = z'j-l z
2

a

Obtaining the derivative and setting the result to zero

-a- z'V_1 Z = (y -pA')V - 1 (y - Ap)
ap

= -2A'V -  (y - Ap) = 0

or

A'V- Ap = A'V-1 y

therefore

p =(A'V IA)- A'V-1 y

1.4. 1 Rel;it Ionship between least squares and minimum variance unbiased
estimates

We found out that the best estimate of the parameter vector p

assuming random stationary noise with zero mean and covariance matrix

proportional to a specified one, could be obtained by minimizing the

standard quadratic form due to error, that is
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where E(z) = 0

var(z) a = f 2V

If we now assume the noise to be uncorrelated, that is

then the best estimate p of the parameter vector p is obtained by mini-

mizing z'I-1z - z'z. In other words least square estimation turns to be

an optimal procedure and provides the same result as that obtained with

a minimum variance unbiased estimate only if the noise is uncorrelated.

Under the more general case of correlated noise least square estimation

is a suboptimal procedure and a minimum variance unbiased estimate pro-

vides the optimal solution.

3.4.4 Predictor design solution for the combined open and closed loop
DPCM

In this case the data set to be used in the estimation procedure

comprises a 3 x 3 neighborhood formed by the four past DPCMed data

values and the five remaining neighbors coming from a lowpass filtered

image. Using the set {-1, 0, I for row and column indexes this data

Is represented in Fig. 3.4.

We will assume that the correlation between any two pixels depends

only on the distance between those pixels and follows an exponential

law. That is, the correlation between any two pixels K units apart is

K
equal to p . The covariance matrix is then given by

i2

whure a is the variance of any pixel and V, the matrix of correlations

has the form showed in Fig. 3.5. If we let
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(-1,-I) (-1,0) (-1,1)

(0,-1) (0,0) (0,1)

(10-i) (100) (1,1)

Figure 3.4 Data Set y(r,c) for Combined

Open and Closed Loop DPCM
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H- H- 0- (0 (0 (0 (1 01(
-1) 0) 1) -1) 0) 1) -1) 0) 1)

(-11) 1 p. p2 p p2 pf 3 p2 p3 p 4

(-,0) p 1 p p 2  p p 2  p3 p2 p3

(-1,1) p2 p 1 p3  p2 p p4 3 2
p p p p p p

(0-i) p p2  p 1 p p2  p p2 p3

(0,0) p2 p p2  p 1 pp 2 p p2

(O,1p 3 p2  p p2 p 1 p3 p2 p

(1.-1) p2 p3 p' p p2 p3  1 p p2

(1,0) p3 p2  p3  p2 p p2 p 1 p
(1,)p 4  p 3 p2  p3 p2 p p2  p 1

Figure 3.5 Matrix of Correlations V for
Data Set of Figure 3.4
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1 p

LP2 p

then V can be written as

r r pr p2r-
v pr r pr

P2r pr r

and the inverse matrix V-1 becomes

r-I -Pr-1 0
v-i = - 2 _or-i (l+ 2 )r - pr-.

l -p- 0 -Pr-I r- I

where F-1 is given by

r-1 1 2KP lP2 _
r-- - 0 2 -p
1'-lp2

Any member y(r, c) in the data set can be estimated as

y (r, c)= y

for the flat model and

y (r, c) = a r + c + y

for the sloped model.

Since we are interested in estimating y(O, 0) both models yield

y (0, 0) = y

We have two models: flat and sloped and on the other hand we haveI.
I' two estimation schemes: least squares and minimum variance unbiased
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estimates. This result is four possible estimates for y(O, 0). In the

analysis that follow let the column vectors r, c and 1 be defined as

follows:

-I -i 1

-1 0 1
-1 11

0 -1 1
r= 0 c= 0 1= 1

0 1 1
1 -1 1
1 0 1
1 1 1

The vectors r and c represent respectively the row and column indexes

for the data set {y(r, c)} as we scan the spatial domain of the set in

a left to right, top to bottom fashion.

1st Case. Flat Model; least squares estimates

For least square estimates,

p = (A'A)- A'y

where p =y and A = I (flat model)

then Y (I'I) - I y

* 1

so, In this case, the predictor is formed using a simple statistical mean.

The resulting linear prediccion mask is shown in Fig. 3.6.

2nd Case. Flat Model; minimum variance unbiased estimates

In this case

p (A'V-1 A)-1 AV -1 y

As before p y and A I

therefore y =l - y

I I 1V- 1! l'V - I 1

28
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7y*

g-

Figure 3.6 Linear Prediction Mask for y

Open and Closed Loop DPCM

Flat Model, Least Squares Estimates
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The resulting linear prediction mask is shown in Fig. 3.7. As we

expected for uncorrelated noise (p = 0) this mask reduces to the one

found in the 1st case.

3rd Case. Sloped Model; least squares estimates

Here we have

p * (A'A)-1 A'y

where A= r c

then

* = ' r ci [- c?
i' it

* =Fr'r rtc r'l 1 [1 r']
p = c'r c'c c c' y

L1'r l'c l'I i'

0 0 i1 if'

therefore,

* 1
rr Y

* 1

-Y i-j Y

The corresponding linear prediction masks are shown in Fig. 3.8.

4th Case. Sloped Model; minimum variance unbiased estimates

The estimate in this case is given by

p (A'V- A)-1 A'V-1 y

where as before A = [ r c 1 ]

U
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1 2-

2 i-P (i-p) i -p

(3 ) 1 l-.P 1

Figure 3.7 Linear Prediction Mask for y

Open and Closed Loop DPCM,

Flat Model, Minimum Variance Estimates
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Figure 3.8 Linear Prediction Masks for p

A Sloped Model, Least Squares Estimates,

Open and Closed Loop DPCM
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then

i r i 'L 1V-Ic [ r c 1 1 '

r'V-ir r'V-1 c r'V-1 r' -

p= cIV 1rcV C CV l V y

l'V-1 r l'V 1 cic I'V-I

p = 0 /c'V-Ic 0 c? y

0 0 i/l'V- 1-1 1l

therefore

= ~1 r 1 y
rV-1r
r I r C V-

r'V r1* 1 V-
8 = -1_ c'Vy

cV c

* 1 ,1V-y

l'V 1

The corresponding linear predictor masks are shown in Fig. 3.9. Again,

for uncorrelated noise these masks reduce to the ones shown in Fig. 3.8

corresponding to least squares estimates.

The masks corresponding to our desired estimate 9(0, 0) for each of

the cases analyzed are shown in Fig. 3.10. Notice there is no differenceIbetween the results obtained with the flat or sloped modes as far as the
e'stimation of y(O, 0) is concerned. This can be intuitively seen since

the symmetry of the problem causes the horizontal plane associated with

eQ the flat model to pass through the center of the sloped fitting plane

associated with the sloped model.

33

" "-



-1 -(l-p) -1 0

0 0 .0 -(1 -p) 0 1-p
2(3-p) - 2(3-p)

1 i-p 1 1 0

1 1-p 1

1 2
(3-p? 1-P (1-p) 1-p

, 1-p 1

Figure 3.9 Linear Prediction Masks for p

Open and Closed Loop DPCM,
Sloped Model, Minimum Variance Estimates
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1 1 1 -p1
1 -12

-1 1 1 )2  1-p (l-p) 1-pg (3 -p

1 1 1-p 1

(a) (b)

y"(OO) y*(O,O)

1 1 1 -p

1 1 1 1 1 -p (l-p) i-p
9_ (3-p) 2

1 1 1 1-p 1

(c) (d)

Figure 3.10 Masks for y(O,O) in Combined DPCM

(a) Flat, Least Squares

(b) Flat, Minimum Variance

(c) Sloped, Least Squares

(d) Sloped, Minimum Variance
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3.4.5 Predictor design solution for closed loop DPCM

As we know, the data set corresponding to this case iq formed by

the nearest four past DPCMed data values. The matrix of correlations

V is given by

2
i p p

p1 p p2

Vff=

2 p 3
p P p3 1

and the inverse matrix V- 1 is

- +p 2 _P 0 -p

__ -P l+p2V0

1 -p2 0 -p 1 0

_ -p 0 0 1

The analysis for the four possible estimates of y(0, 0) is carried out in

exactly the same way as that described in the combined open and closed

loop DPCM and we will only provide the final solutions here which are

shown in Fig. 3.11.
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i-p i-p 1

2(2-p)

VFigure 3.11 Masks for y(0,0) in Closed Loop DPCM
(a) Flat, Least Squares

(b) Flat, Minimum Variance

~Ij 37



y'(o,o)

-1 0
2
2 2

(C)

pp- p2 2p 3 .5p 2
: 1 ~9p-3 2p "5 3

___ ___ ___ ___-5p,3 I

, p-5p3+11p 2-7p+6 p4-5p3+
- 11p2.111>6

1pl6 (d)

(c) Sloped, Least Squares

(d) Sloped, Minimum Variance
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4. Preprocessing and Postprocessing Techniques

Two types of noise contribute to the deterioration of the informatfon

contnined In the image data. The first one originates at recording time

and is introduced by the remote sensors or the associated hardware; or

is due to varying atmosphere variables present in the environment. The

second type of "noise" accounts for the amount of information lost when

compressing the data or is introduced by the channel during transmission.

The effect of both types of noise can be kept to a minimum by noise filter-

ing the data before and after transmission using one of several preprocess-

ing or postprocesslng techniques.

The technique we are going to describe in this section is based upon

the facet model for image data proposed by Haralick (Reference 1) and which

was briefly introduced in the previous section. The facet model assumes that

the spatial domain of the image can be partitioned into regions having

c ertain graytone and shape properties.

To assume smoothness of a region, the facet model assumes that for

e;ich image there exists a K > 1 such that each region in the image can

be expressed as the union of K x K block of pixels. The value of K

associated with an image means that the narrowest part of each of its

regions is at least as large as a K x K block of pixels. Hence, images

which can have large values of K have very smooth regions.

The flat (horizontal) model assumes that all pixels in the same

regfon have the same graytone. The sloped facet model assumes that for

each region there exists an affine relationship among the row, column,

a' and graytone values which all pixels in the region satisfy.
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To make these ideas precise, let Z and Z be the row and column
r c

index set for the spatial domain of an image. For any (r,.c)c Zr x Zx,

let I(r, c) be the graytone value of resolution cell (r, c) and let

B(r, c) be the K x K block of resolution cells centered around resolution

cell (r, c). Let A = {A (n)  ...., A (n) be a partition of Zr x Zc into

its regions. In the facet model, for every resolution cell (r, c)E A (n)'

there exists a resolution cell (i, J)c Z x Z such thatr c

(1) (r, c)c B(i, J) 1 A (n )

(2) I(r, c) = Y(n) (flat model) or,

I(r, c) = a (n) r + (n)c + Y(n) (sloped model)

lere (1) and (2) constitute respectively the shape and graytone constraints

for region A(n ).

As we have seen before the actual image differs from the ideal one by

the addition of random stationary noise having zero mean and covariance

matrix proportional to a specified one.

y(r, c) - I(r, c) + z(r, c)

Using the vectorial notation developed in section three:

y = Ap + z

where E(z) - 0

var(z) - a2V

The facet model suggests then the following simple non-linear

2
filtering procedure. Each resolution cell is contained in K different

K x K blocks. The graytone distribution in each block can be fit by

2
either a horizontal plane or a sloped plane. One of the K blocks has

smallest error of fit. Set the output graytone value to be the one

fitted by the block having smallest error. The error of fit is given by

40
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z'z (uncorrelated noise) or,

z'v- z (correlated noise)

The linear filter masks corresponding to the fitting parameters

and for the flat and sloped model under the assumptions of uncorrelated

or correlated noise were found in section three and are shown in Figs. 3.6,

3.7, 3.8 and 3.9.
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5. Experiment Design

In this section we lay out the organization of the experiments done

which apply the algorithms devised in section two to a number of real

images using a non-causal bit allocation scheme with and without buffer

size constraints.

The size of the experiments is determined by points I through VI

below.

I. Images

Two original images with different degrees of complexity were used.

Each of these images consist of 100 x 100 picture elements and were di-

vided into 100 blocks of 10 x 10 picture elements before processing.

Both images were quantized to 64 gray levels.

II. DPCM predictors

As mentioned in section three, eight kinds of DPCM predictors are

possible, comprising all the possible combinations of

(a) two DPCM compression techniques: Closed loop 2-D DPCM

and Combined open and Closed loop DPCM

(b) two image models: Flat model and sloped model

(c) two estimation mhemes: least squares estimates and minimum

variance unbiased estimates

For minimum variance estimates a correlation coefficient of 0.3 was

assumed for the noise. The notation used is:

4
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CD - Closed loop 2-D DPCM

MD - Combined Open and Closed loop DPCM

FM - Flat model

SM - Sloped model

LS - Least squares estimates

MV - Minimum variance unbiased estimates

ITI. Buffer size

Two buffer sizes were selected, each one corresponding to the cases

of non-buffer constrained and buffer constrained bit allocation respec-

tively. For the case of non-buffer constrained allocation, the size of

the buffer used was twice the amount of bits that can be transmitted over

the channel per picture frame for a given compression ratio. This size

was shown in section two to be the minimum size ensuring no constraints.

For the case of buffer constrained allocation, the size of the buffer

was set to 5% of the amount of bits transmitted over the channel per

picture frame.

The following notation is used:

NB - Non-Buffer constrained allocation

BC - Buffer constrained allocation

IV. Compression ratio

Two compression ratios were selected; 2.0 and 1.5 bits per picture

element . The possible bit allocations to any block were 1, 2, 3, 4, or

5 bits per picture element.

tThe DPCM was initialized at the beginning of each block by applying a

PCM to the first line of the block witi; no compression. This accounts

for effective compression ratios of 2.5 and 2.0 bits per picture element.
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V. Error versus bit functions

We can use the actual error versus bit function for egch block,

or we can fit error versus block variance, for all possible bit rates

and obtain the error versus bit rate functions for each block from

these curves. The latter approach will tell us if the error versus

bit functions can be parametrized successfully to reduce the computa-

tional burden. We chose a least squares fitting procedure that fits

the data to a polynomial of degree 6. Also the variance of the dif-

ference between the actual values and the predicted values was used

instead of the variance of the actual values, since it showed a better

correlation with the RMS errors. We use the following notation:

AE - Actual error versus bit functions

FE - Fitted error versus bit functions

VI. Preprocessing and postprocessing techniques

The preprocessing and postprocessing techniques used correspond to

the sloped facet model discussed in section four. The least squares

estimation scheme was used. We use the following notation:

PR - preprocessing

NR - no preprocessing

PO - postprocessing

NP - no postprocessing

I through VI give us a total of 512 resulting images. A suitable

choice of 720 images out of the total number was made to carry out the

actual experiments. Figures 5.1 through 5.4 show the selection made.

Still some savings result

ti



from the fact that there are only 6 distinct predictors as observed in

figs. 3.10 and 3.11. We tried to obtain a reasonably complete set of

images using the Combined Open and Closed loop DPCM technique which

performs better than the Closed loop DPCM.
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6. Experimental Results

We report in this section on the results obtained after carrying out

the experiments laid out on the previous section. A non-causal procedure

using the dynamic bit allocation algorithm described in Appendix A.2 was

applied to the two LANDSAT images shown in Fig. 6.1. These images were

quantized to 64 gray levels. Size, blocking and allowed bit allocations

to any block are as established in section five.

I. Non-Buffer constrained allocation; Actual errors

DPCM compression procedures using each of the predictor masks developed

in section three were applied to both LANDSAT images. Differences among

the reconstructed images obtained depended mostly on the compression

technique used, combined DPCM or closed loop DPCM and not so much on the

image model or the estimation scheme used to form the predictor. Fig. 6.2

shows the reconstructed pictures compressed to 2.0 bits per picture ele-

ment per two different predictors, one corresponding to the combined DPCM,

sloped model, least squares estimates and the other to the closed loop

DPCM, flat model, least squares estimates. RMS errors versus bit rate

curves with variance as a parameter and error versus variance for several

bit rates are shown in Figures 6.3 and 6.4 for the predictor corresponding

to the Combined DPCM, sloped model, least squares estimates. As expected

for a fixed number of bits, blocks with lower complexity (variance) have

associated smaller RMS errors than those with greater complexity. Also

for a fixed block complexity more encoded bits result in a smaller RMS

error. A comparison or error curves among different predictors is shown

in Fig. 6.5. We can observe that the RMS errors associated with the

combined DPCM are signficantly lower than those associated with the closed

loop DPCM technique. There is no significant difference though in the
B5
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Figure 6.1 Original pictures; each picture consists of
100 x 100 picture elements quantized to 64
gray levels (6 b/p)

(a) First LANDSAT image
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Figure 6.1 (continued)

(b) Second LANOSAT image
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Figure 6.2 Reconstructed pictures using non-buffer
constrained allocation and actual errors.
Compression is 2.0 b/p.

(a) First LANDSAT image
Predictor: MD, SM, LS

5
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Figure 6.2 (continued)

(b) First LANDSAT image
Predictor: CD, FM, LS
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Figure 6.2 (continued)

(c) Second LANDSAT image
Predictor: MD, SM, LS
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Figure 6.2 (concluded)

(d) Second LANOSAT image
Predictor: CD, FM, LS
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4Figure 6.3 Block RMS Error vs. Bit Rate
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(a) First LANDSAT Image
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Figure 6.4 Block RMS Error vs Standard Deviation
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(a) First LANDSAT Image
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RMS errors among predictors associated with the combined method or in

the quality of the corresponding resulting pictures. The difference,

however, may become noticeable with noisier images.

Fig. 6.6 shows the reconstructed pictures compressed to 1.5 bits per

picture element for the predictor associated with the combined DPCM,

sloped model, least squares estimates.

I. Buffer constrained allocation; Actual errors

Fig. 6.7 shows the reconstructed pictures for 2.0 and 1.5 bits per

picture element using the predictor associated with the combined DPCM,

sloped model, least squares estimates. Fig. 6.8 shows plots of the buf-

fer state as the blocks in the image are allocated bits for the predic-

tor associated with the combined DPCM, sloped model, least squares esti-

mates. Both the non-buffer constrained and the buffer constrained case

are shown along with the corresponding total RMS errors for all the

blocks in the image. Notice that the reconstructed pictures with buffer

constraints do not show a significant deterioration in quality as com-

pared to the non-constrained case for the buffer size used.

ILL. Non-Buffer constrained allocation; Fitted errors

Images compressed at 2.0 and 1.5 bits per picture element using the

fitted error versus bit rate functions for bit allocation did not show

significant degradation in quality as compared to that obtained using

the actual errors shown in Figs. 6.2 and 6.6, which indicate that a model:relating the fitting parameters with the sample variance could be used
successfully with a significant decrease in the computational burden.

Fig. 6.9 shows plots of Buffer state versus blocks encoded for the pre-

"£ dictor associated with the combined DPCM, sloped model, least squares
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Figure 6.6 Reconstructed Pictures Using Non-Buffer
Constrained Allocation and Actual Errors.
Compression is 1.5 b/p

(a) First LANDSAT Image
Predictor: MD, SM, LS
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Figure 6.6 (continued)

(b) Second LANDSAT Image
Predictor MD, SM, LS
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Figure 6.7 Reconstructed Pictures Using Buffer Constrained
Allocation and Actual Errors

(a) First LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p
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Figure 6.7 (continued)

b) Second LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p.
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Figure 6.7 (continued)

(c) First LANOSAT Image
Predictor: MD, SM, LS

1.5 b/p
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Figure 6.7 (continued)

(d) Second LANOSAT Image
Predictor: MD, SM, LS
1.5 b/p.
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no constrained, rmse 135.1
--- constrained, rmse = 137.6
fixed bit allocation, rmse = 151.8
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Figure 6.8 Buffer State vs Number of Blocks Uncoded

MD, SM, LS

(a) First LANDSAT Image
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--constrained, rinse = 88.0
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£ (b) Second LANDSAT Image
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actual errors, rmse = 135.1
--- fitted errors, rmse = 138.1

22000

21500

21000

4
I-

: m2 0500 -

20000
0 25 50 75 100

BLOCKS ENCODED

Figure 6.9 Buffer State vs Number of Blocks Encoded

MD, SM, LS

(a) First LANDSAT Image
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(b) Second LANDSAT Image
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estimates. Both the actual error case and the fitted error case are

shown along with the corresponding total RMS error.

IV. Buffer constrained allocation; Fitted errors

As in the previous case, the quality of the reconstructed images com-

pressed at 2.0 and 1.5 bits per picture element was similar to that ob-

tained using the actual error versus bit rate functions.

V. Preprocessing and Postprocessing

Fig. 6.10 shows the reconstructed pictures compressed to 2.0 and 1.5

bits per picture element with no buffer constraints; actual errors,

combined DPCM, sloped model, least squares estimates, after being post-

processed.

Fig. 6.11 shows the original pictures after being preprocessed.

Fig. 6.12 shows the reconstructed pictures compressed to 2.2 bits per

picture element with no buffer constraints, actual errors, combined DPCM,

sloped model, least squares estimates. The corresponding postprocessed

pictures are shown in Fig. 6.13.

The effect of preprocessing or postprocessing could have been more

noticeable with noisier images.

VI. Comparisons between variable and fixed bit allocation

Table 6.1 shows the total RMS errors obtained with a fixed bit assign-

ment procedure for a compression ratio of 2.0 bits per picture element

using the predictor associated with the combined DPCM, sloped model,

least squares estimates as compared to those obtained using a variable bit

assignment procedure with the same predictor for the cases of non-buffer

constrained and buffer constrained bit allocation using the actual and

fitted error versus bit rate functions. We can observe the improvement

in RMS error obtained using the variable bit assignment procedure.
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Figure 6.10 Postprocessing of the Reconstructed Pictures
Obtained by Using Non-Buffer Constrained
Allocation and Actual Errors.

(a) First LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p
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Figure 6.10 (continued)

Second LANDSAT Image
Predictor: MD, SM, LS
2.0 b/p.
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Figure 6.10 (continued)

(c) First LANOSAT Image
Predictor: MD, SM, LS
1.5 b/p.
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Figure 6.10 (continued)

(d) Second LANDSAT Image
Predictor: MD, SM, LS
1.5 b/p.
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Figure 6.11 Preprocessing of the Original Pictures Using
the Slope Facet Model.

(a) First LANDSAT Image.
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Figure 6.11 (continued)

(b) Second LANOSAT Image.
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Figure 6.12 Reconstructed Pictures After Compressing the
Preprocessed Pictures of Figure 6.11 Using
Non-Buffer Constrained Allocation and Actual
Errors.
Compression is 2.0 b/p.

4 (a) First LANDSAT Image
Predictor: MD, SM, LS
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Figure 6.12 (continued)

(b) Second LANOSAT Image
Predictor: MD, SM, LS
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Figure 6.13 Postprocessiflg of the Pictures Shown in
Figure 6.12.

(a) First LANDSAT Image
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Figure 6.13 (continued)

(b) Second LANOSAT Image.
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Table 6.1

Total RMS Errors Obtained with a Fixed Bit Assignment Procedure

NB BC NB BC
AE AE FE FE

FIRSTFIRST 135.1 137.6 138.1 141.0 151.8LANDSAT

SECONDSCND 87.8 88.0 90.1 90.6 94.2LANDSAT

Shows the total RMS errors obtained with a fixed
bit assignment procedure for a compression ratio
of 2.0 bits per picture element using the predic-
tor associated with the combined DPCM, sloped model,
least squares estimates as compared to those ob-
tained using a variable bit assignment procedure
with the same predictor for the cases of non-buffer
constrained and buffer constrained bit allocation
using the actual and fitted error versus bit rate
functions.

NB Non-Buffer Constraints
BC Buffer Constraints
AE Adaptive Actual Error Curves
FE Fitted Error Curves

9
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7. Conclusions

The problem of Adaptive Image Data Compression has been discussed.

Procedures for solving the causal non-buffer constrained and buffer

constrained bit allocation problem have been suggested and experimental

results for the optimal Non-causal bit allocation procedure using a

number of DPCM compression techniques were presented for the cases of

non-buffer and buffer constrained bit allocation. The performance of

the optimal non-causal approach is a least upper bound on any causal

approach and provides us with a way of comparing the performance by

different causal procedures.

Several questions have been answered; others remain yet to be

answered. It has been shown that the variable bit assignment scheme

yields smaller RMS errors than those obtained with a fixed bit assignment

scheme. It was also experimentally found that the buffer constrained

non-causal scheme performs well even for small size buffers (2.5% of

the minimum size that guarantees no constraints). One question to be

answered is how small can we make the size of the buffer and still

obtain a significantly better performance than that obtained using

fixed bit assignment procedures. It is not hard to see that the smallest

size we can allow if we are to avoid overflowing the buffer is that size

necessary for holding the encoded bits for one block at the given com-

pression ratio, in which case the bit allocation becomes fixed for all

the blocks. It is a matter then of finding out an optimal trade off

k between buffer size and performance.

It has been found that enough correlation exists between RMS error

and block variance to allow a model to be used to estimate the RMS
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error versus bit functions instead of computing the actual errors with

the corresponding savings in computational time. There is no significant

degradation in the quality observed in the images that were compressed

using the fitting functions instead of the actual ones.

With respect to the DPCM techniques, the combined open and closed

loop DPCM performs significantly better than a simple closed loop 2-D

DPCM. There was no observed significant difference in the performance

among different predictors in the Combined method for the level of noise

present in the original pictures. It must also be pointed out that an

improvement in the initialization of the DPCM procedure can be carried

out to achieve better effective compression ratios. Namely, the DPCM

in any block can be initialized using the last line in the previously

DPCMed north block.
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PART II

Adaptive Coding of Images Using Transform Coding Techniques

Adaptive coding of images can be done in two general ways. The

first is to perform adaptive operations on original image representations.

The second is to perform adaptive operations on a transform representation.

Part I has described adaptive methods applied to DPCM coding of the

original image. Part II describes methods based on a transform represen-

tation of the image.

We begin this part with a description of how the transform of an

image is taken.

6'
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1. Transform Coding Procedure: Non-Casual Case

An original image is subdivided into blocks. The block size chosen

is 10 x 10 and the image size is 100 x 100, which gives 100 blocks with

100 pixels in each block. All processing is done block by block, i.e.,

from block 1 to block 100. The blocks are numbered sequentially, column

by column, as shown in Figure 1.1. The input image is real and all arith-

metic is floating point.

After a study of Griswold and Haralick [1], the Discrete Cosine

Transform was selected since it had given best results.

A block of image data is read in and Discrete Cosine transformed

using the fast transform technique described in [1]. At the same time

the mean and variance of each pixel position in a block of the transformed

image is updated. This yields two 10 x 10 arrays containing mean and

variance information, e.g., after all 100 blocks have been processed the

(1,i) position in the mean array will have the mean of all the pixels in

the (1,1) position in each block and is similar for the variance array.

This information will be later used by the Max quantizer. The pixels in

the transformed block shall be referred to as components since they corre-

spond to frequency components in a general transformed signal. Thus we

have one hundred components per block.

Next, each component in a block is quantized using six bits (the

upper limit of the max quantizer program). Simultaneous with the quanti-

zation, we calculate the error vs. component curve, i.e., what is the error

if only one component is transmitted and the remainder are assumed zero;

what is the error if two components are transmitted, etc.? This segment

of "filtered images" is shown in Figure 1.2.

'1
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1 11 21 91

2 12 22 92

3 13 23 93

10 20 30 100

Figure 1.1 Image Blocking and Block Sequence Specification
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The components are taken in a specific columnwise, increasing-frequency

order as shown in Figure 1.2. The first column continues to the top of the

second column, etc.

So after this processing, we end up with 100 transformed and quantized

blocks and corresponding to each of these an error vs. component curve.

Since each component corresponds to six bits, the error vs. component

curve can be alternatively represented as an error vs. bits curve as shown

in Figure 1.3. The error here is defined to be RMS error.

Since storage of each of these error vs. bits curves requires a 100 x

100 matrix, it is desirable to find a simpler representation. One such

representation is a polynomial. To obtain experimental data a sixth order

polynomial was fitted to each of the curves, the "raw" one and the "fitted"

one. (See Data Set 3).
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2. Allocation of Bits

Given the transformed images and the error vs. bits curves described

earlier, we are ready to proceed with bit allocation. This can be done

for transformed images in each of the four basic waya described in Part I,

namely:

(1) Non-Causal Optimal Allocation

(2) Non-Causal Optimal Allocation with Buffer Constraints

(3) Casual Adaptive Allocation with Buffer Constraints

(4) Non Adaptive Allocation

Allocation methods (1) and (2) can be computed using the same soft-

ware as was used for Part I. These are described in Appendices A.2 and

A.3. Only one additional item of information is required in this transformed

case which is the compression ratio desired. It determines the total

number of bits to be allocated to the entire frame. (This number is

defined as TTOTAL in the computer program.)

In concept we are now ready to proceed and obtain the computed optimal

bit allocations for (1) and (2). Unfortunately, our storage requirement

is much greater than is required for the DPCM case since an array of

dimensions TTOTAL x No. of Blocks is necessary. To solve this impractical

storage requirement on the PDP-15, the image was divided into four equal

subparts as shown in Figure 2.1.

TTOTAL was equally allocated to each of the four parts, and similarly

for the buffer. Now each quarter of the original( 100 x 100) picture can

be processed separately and the final bit allocations for the entire image

are those calculated on the basis of four-part subpartitions. This is

obviously not optimal with respect to the whole image but is very close when

the number of partitions is small, e.g., four.
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1 2

3 4

Figure 2.1 Sub-Partitioning of the Transform Image
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Thus each block now has an optimum number of bits (components)

allocated to it. This optimum number of components is retained and the

others are replaced by zero.

The output image can now be obtained by taking the inverse discrete

cosine transform of each block as described in [1].

Summarizing, all original images (100 x 100) were quantized at 8

bits/pixel. Our compression then consists of two stages:

(1) Using the Max quantizer to quantize each prixel using 6 bits

followed by

(2) A non-casual optimal adaptive allocation using dynamic program-

ming both with and without buffer constraints.

The entire procedure is summarized in the flowchart on the following

page.

EXPERIMENTS PERFORMED

The following experiments were selected to test for potential

compression improvements and to compare with non-adaptive results:

(1) Adaptive encoding with or without a buffer constraint. When a

buffer constraint was included it was taken to be 10% of TTOTAL.

(2) Output image post processing (smoothing). The slope faceted

algorithm (see Part I) was used to determine available improvements from

smoothing the output to remove blur and computational discontinuities

introduced by the optimization procedure.

(3) Variable Compression Ratios: Two different compression ratios

were selected, 8:1 and 16:1.

(4) Representation of the error vs. bits curve: Use of both the

raw" and "fitted" error vs. components curve was selected to determine
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if reduced representation (storage) of the image complexity could be

gained without significant degradation in overall quality.

The following tree diagram summarizes the experiments performed using

all the above options.

riginal I mag

Compression of 8:1 Compression of 16:1

Buffer Constrained No Buffer
Constraint

Dynamic Programming Fiied
Uses 'Raw' Curves Curves

Output Output Not
Processed Processed

This gives a total of 16 images for original image. Three original images

were used; they will be called KCALIF, CCALIF, and LADY3.

In addition to the above adaptive experiments, two images, at compres-

sion ratios 8:1, 16:1, were generated using equal allocation of bits to

each block. These provide reference (non-adaptive) images for comparison

with each of the adaptive results.

I Thus we have a total of 18 output images for original input image.
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3. Results: Non-Causal Adaptive Encoding

Two different criteria are used to judge quality. These are:

(1) RMS error.

(2) Visual quality.

Tables 3.1, 3.2, and 3.3 give the RMS error between the original and the

output for the three different images KCALIF, CCALIF, and LADY3 espectively.

Certain representative pictures have been printed to provide the reader

with his own reference for (2).

COMMENTS & CONCLUSIONS

(1) First, as is obvious, the images are better, both RMS error

and visual qualitywise for 8:1 compression than for 16:1 compression.

This can be seen visually by comparing KCALIF RFA and KCALIF RCA and

CCALIF RCA and CCALIF RFA. On an average there is a 32.8% increase in

RMS error as we go from 8:1 to 16:1 for KCALIF and 42.1% increase for

CCALIF and a 75.2% increase for the LADY3 image.

(2) Output processing using the slope facet doesn't help much, as

can be seen visually by comparing KCALIF RFA and KCALIO RFA. The change

in RMS error is of the order of 10- I .

(3) The dynamic programming version including buffer constraint

(Appendix A.3) performs very well. There is no significant visual degrada-

tion. This is borne out by comparing visually:

(a) LADY3 RFA and LADY3 RFB.

4 (b) KCALIF RCA and KCALIF RCB.

(c) CCALIF RCA and CCALIF RCB.

For KCALIF and CCALIF the change in the RMS is of the order of 10
-1

' and slightly higher for LADY3, but this small increase in RMS error is

borne out visually. Thus buffer constraint is no impediment to this

dynamic programming algorithm.
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(4) The "fitted" error vs. bits curves caused a slight defocusing

of the image. This can be seen best by comparing visually LADY3 RFA and

LADY3 FFA. The defocusing is also accompanied by a 16% increase in RMS

error. This effect is not as pronounced for KCALIF and CCALIF images in

either visual or RMS error measures. The LADY3 image is more complex and,

hence, is more sensitive to detail omitted in this approximation. It is

important to point out the storage saving involved here, however. When

a 6th order polynomial (characterized by 7 coefficients) is used instead

of a 100 point error vs. bits curve for each block, we obtain a saving

of approximately 190 out of 200 storage locations.

Clearly there is an important trade-off here. The decision as to

whether to use the "raw" or "fitted" curves depends on how complex the

images being transmitted are.

(5) Finally, all the "adaptive" images are significantly better,

both RMS errorwise and visually than the "non-adaptive" equal allocation

images. This can be seen by comparing LADE3 RET (8:1) and LADF3 RET (16:1)

to any of the adaptive images like LADY3 RFA and LADY3 RFB. In fact, the

LADF3 RET image is badly marred and degraded.

(6) One characteristic that is very apparent throughout is the

"blockiness" evident in every image. This is due completely to the parti-

cular "component selection" scheme used, i.e., columnwise starting from the

leftmost column.

This problem can be rectified by using the following scheme. Let (ij)

be the coordinates of a pixel in a block. Calculate (i2 + j 2) and

accordingly arrange the components in ascending order and then select.

This amounts to choosing the components diagonally as shown on the next page:
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We start at the topmost diagonal and work our way downwards. This scheme

weights equally all components at the same frequency. It also assumes a

zero-mean image. Therefore, before taking the transform of the image one

must subtract the mean and add it back at the end of the process.

Another obvious way to reduce the "blockiness" is to reduce the

block size from (10 x 10) to 0 x 5) or (7 x 7).

(7) Instead of quantizing each pixel by 6 bits, 4 bits or 5 bits

could be used together with further increases in the compression ratio.

(8) Three graphs P-l, P-2, P-3 have been appended. These are

graphs of bits assigned by dynamic programming vs. block number. This

clearly illustrates the adaptive nature of the algorithm. Complex blocks

are assigned more bits than less complex ones.
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4. Transform Coding: Causal Case

4.1 ARMA Model of Complexity of Subimages

We can, by dividing an image into blocks, improve the fidelity with

a given number of bits (or bandwidths). We can do this by allocating more

bits to where they are needed the most - the highest complexity blocks -

and fewer bits to where they are needed less. Further, we can ask whether

the complexity of a blork itself is predictable from the complexities of

neighboring blocks. This could occur, for example, in "busy" areas such

as where edges are connected to each other or in smooth areas where back-

ground blocks are connected. If the complexity of subimage blocks is

predictable, then further compression can be achieved by finding a model

for the block complexities, considered as a stochastic series. Then the

complexities of future blocks to be transmitted can be estimated from those

already transmitted and the allocation of bits to the next block to be

transmitted can be minimized based on not only its own complexity but the

complexities of the "recent" blocks.

The initial model for the rate distortion was to describe each

block's error vs. bits as a series, and to find the statistical properties

of the series that allow it to be predicted. Box and Jenkins have done

much analysis of time series, and their techniques were used to obtain

the model of the series of block complexities.

For this analysis, no assumptions were made, for example, as to the

stationarity or non-stationarity of the series. We tried fitting models of

different types and orders to the series, and used the statistics of the

models compared to the original series to measure the goodness of fit

of the models.
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4.2 Choosing an ARMA Model

Each block is characterised by an error vs. bits curve. From these

error curves we form error matrices:

feb 1, feb }, . . . {ebn}
1 2 n

where {e } is the two-dimensional error matrix created by finding the

error at a fixed number of bits = b Now our goal is to find an ARMA

model for each of these error matrices. For this we used the Box & Jenkins

time series package on the Honeywell 66/60. To use this we need to connect

the two-dimensional arrays to one-dimensional arrays by concatenating

the columns as shown below.

1 C2 C3 * C100  >2

Step 1:

The first step in performing an identification of the type of time

series which most closely represents the data is to compute the autocorre-

lation and partial autocorrelation of the data itself. In the present

application the data is the series of error values at a single bit alloca-

tion value. The sequence of error values arises from the sequence of

blocks.

Once these calculations have been completed, the autocorrelation and

Of partial autocorrelation data are plotted to make patterns easily visible.
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If no patterns are present, then the original data may not be a

stationary stochastic process and it is necessary to difference the

original data to remove the nonstationary part. Eventually after one or

more differencing calculation stages almost all practical process data

becomes stationary and corresponding autocorrelation and partial auto-

correlation data sets, when graphed, exhibit certain patterns.

Table 4 summarizes the general characteristics exhibited by two

graphs for several combinations of time series classes.

CLASS OF PROCESSES AUTOCORRELATIONS PARTIAL AUTOCORRELATIONS

Moving Average (MA) Spikes at Lags 1 Tail Off
through Q, then cut
off.

Auto Regressive (AR) Tail Off Spikes at Lags 1 through
P, then cut off.

Mixed Auto Regressive Irregular Pattern at Tail Off
Moving Average (ARMA) Lags 1 through Q,

then tail off

Table 4.1

To illustrate the identification of process class some computer

printout (PRINTOUT 1) corresponding to {elO} for KCALIF image has been

appended. This printout presents IDEN runs for the:

(1) raw data

(2) first difference.

(3) 2nd difference.

(4) 3rd difference.

(5) 4th difference.

We note that more structure is observed in the data as higher orders

of differencing of the data are taken, but at the same time the raw data
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itself is not without identifiable structure. By following the guidelines

of Table 4 and some intuition we conclude that a reasonable hypothesis

for the {e 1O data is that it is an ARI process.

In fact, this class was found to be the best class choice for all

febI arrays for all three images. Further, no significant periodicity

was observed for any of the {eb i}s for any of the images.

Step 2:

The next step is to estimate the parameters of the ARI process

efficiently. This is accomplished by using maximum likelihood parameter

estimation methods. The theory behind this is explained in detail in

the book by Box & Jenkins [2] and need not be repeated here since these

methods are widely known and utilized.

Step 3:

Having a set of parameter estimates the next step is to perform

tests to verify their quality. The Box & Jenkins software package pro-

vides the computational tools required to run several diagnostic checks.

1
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4.3 Verification of an Identified ARMA Model for a Process

4.3.1 Diagnostic Tests.

One way of viewing the process of modeling time series is an

attempt to find a transformation that reduces the observed data to random

noise. If we have succeeded in this, we would expect to find that the

residuals have the properties of random numbers - in particular not

serially correlated.

a. A first check is, therefore, sample autocorrelations of the

residuals. These autocorrelations should be significantly close to

zero (independent of the number ot lag steps).

b. Another important property of the residuals is that they be

correlated in general with the current value of the observed data and

some future values (depending on the order of the process) but not past-

values. So as an additional check in the model, corresponding sample

correlations between residuals and the observed data are computed.

c. Finally, it is often useful to simply inspect a graph of the

residuals for evidence of model inadequacy. They should show no evidence

of a particular pattern or trend and should be close to zero.

Other diagnostic tests discussed in Box & Jenkins [2] include:

d. The Dubin Watson statistic should be close to 2.0. A value

between 1.8 - 2.2 is generally satisfactory.

e. Number of negative residuals should be approximately equal to

the number of positive residuals.

f. The number of runs=R should not be too large or too small compared

to the data dimension.

g. The z-statistic for the RMS Test should be between -1.96 and 1.96

for 95% confidence.
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h. The power spectrum of white noise is a constant. Consequently,

the cummulative spectrum for white noise

P(f) =fog p(g)dg

plotted against f is a straight line running from (0,1) to (0.5,1). For

a white noise series, the'bummulative normalized periodogram" should

be scattered about a straight line Joining the points (0,1) and (0.5,0).

Moreover, the periodogram should be within the 80% lower and upper

Kolmogorov-Smirnoff limits as shown in Figure 4.1.

i. Estimates of the variance of the residuals provide another tool

for discriminating among alternative models for a given series.

To illustrate the above computations, computer PRINTOUT 2 gives

the IDEN and Estimation (ESTI) runs for {e30 I of the KCALIF image. All

diagnostic checks are made and we conclude that the following ARMl) model

e(n) = .3237 e(n-l) + 88.1869

for the {e 30 sequence is valid.

The constant term (88.1869) adjusts for the nonzero mean of the

working series.

4.3.2 Model Overfitting.

If our model is AR(l), we may ask if AR(2) might be a more appropriate

model. Or should a moving average term be added to the model to make it

an ARMA Model? The most obvious test of such hypotheses is by overfitting

and testing the hypothesis that the added parameter is equal to zero.

Overfitting tests were carrried out for the {e10 1 sequence of the

KCALIF image.

An attempt was made to fit an AR(2) process to what was previously

identified as an AR(M) process, that is to fit a model of the form
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e(n) = ale(n-l) + a2e(n-2)

to the process previously hypothesized to be of the form

e(n) = a1e(n-1).

The parameter values obtained were

a1 = .4359 with a standard error = .1011

a2 = .0108 with a standard error = .1014.
Note that not only is a2<<a but the standard error for a2 is much

larger than the estimate of a2 itself! This proves that a2 is insignificant.

Therefore, the process is AR(l) as previously hypothesized.

An attempt was also made to fit an AR(1) + MA(l) model to the

above data. That is, a model of the form

e(n) = a1e(n-l) + a2u(n-l)

(where u(n-l) is the noise term)

was hypothesized and fitted to the data. Resulting parameter estimates were

a1 = .4675 with standard error - .2044

a2 = .0-31 with standard error = .2298

Once again a2 <<a1 and a2 is much greater than the estimate of a2 itself,

showing that a2 is insignificant. We again conclude that the process is

AR(l).

4.4 Causal Bit Allocation

Once the model for the rate distortion of blocks is known, it can

be used in a predictor for causal bit allocation to blocks. In causal

allocation, only the rate distortions of the past blocks (those already

transmitted) are known; those of the future blocks are estimated so that

the best allocation of bits to the current block relative to all the

other blocks can be made. The better the estimate, the fewer bits will
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be wasted (that should be used on future blocks). What is wanted is a

measure of the relative information content of the current block, comared

to all past and future blocks.

Knowing the correlations between blocks as a function of the distance

between them, futire blocks can be predicted with minimum error. Using

the model developed from the ARMA analysis, we scan through the blocks

in a way such that the blocks form a series, each correlated with the

previous one:

@V@:@

'@I

10

We scan down one column of the image and up the next column. Since

the correlation decreases with distance (blocks of a large distance from

other blocks have statistically independent rate distortions from ther.),

we include only a small number of blocks in the allocation, estimating the

rest by the mean rate distortion of all past blocks.

We take a sample of five blocks at a time, including two past blocks

with known rate distortion, and three future blocks with estimated rate

distortion.
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We assume that this is the farthest we can estimate by correlation

models. Having these estimates of the rate distortions of members in a

group of blocks, we compare the bits needed for the group to the bits

needed for all other blocks, under some constraint of total bits. As

mentioned, the other blocks' rate distortion is estimated by the mean

rate distortion of all known blocks. We then assign to the group of

blocks a total number of bits, to be allocated among them by a technique

depending on their specific cost vs. error curves (dynamic programming).

Allocation is then made for the next group, an overlapping one with one new

known to one new estimated block; e.g. 12345 then 23456.
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The actual measure of information content of the group of blocks

relative to all other blocks is:

600 e e(b) - eb\
TOTAL N) [I + . I (

LOA M b 6 cY(b) I
TOTAL(t) is the number of bits allocated to a particular group of

five blocks (k identifies which group in the series of blocks).

N
Nis the total number of bits for the image divided by the number

of five-block groups; i.e.,the average number of bits per group of five

blocks.

(eZ(b) - e(b)) is the difference of the error in the current group of

blocks at a fixed number of bits (averaged over all blocks in the group)

minus the average error at that number of bits overall known and estimated

blocks.

( b) is the standard deviation of error at ihat number of bits over

all known and estimated blocks.

ez(b) - e(b)
So k( _ is the difference, at a fixed bits value, between

the current blocks' errors and the average error over all previous and

estimated blocks, relative to the standard deviation from the average

error over all past and estimated blocks. This measure of deviation between

the local blocks' rate distortion, and all other blocks' rate distortion,

is summed over all bits values. This gives an indication of the relative

difference of rate distortion over the whole curve, as shown on the

following page.

123

ii i i ii , i , ,,, ,,r , . LL - " I I _



e.,(b): Local Group of Block's
e Error Curve

.(b): Average Error Curve Over
All Past and Estimated Blocks

6 12 600
b

The "w" in the equation is a weighting factor to allow adjustment

of the range of allocations among local groups of blocks. The higher

w is, the more TOTAL(t) can differ from the average group allocation M,

If group t has an average error curve exactly matching that of the average

error curve for all past and estimated blocks, (e9k(b) - e(b)) is 0, so

N
TOTAL() is ii. If the local group of blocks has a higher information

content than the average group of blocks (as measured by the difference

of error vs. bits curves, as in Figure 1.2, more than the average number

of bits is allocated to that group of blocks.

As more of the image is known, the estimate of the average error curve

over all other blocks than the local group of blocks becomes more accurate.

As this happens, the relative information of a current group to the rest

of the image is better measured, so the adaptive allocation wastes fewer

bits. But this kind of causal technique allows the best estimate of rela-

tive information of blocks at any point in the scanning of blocks, when any

.1
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fraction of the image is known and the rest unknown. Our optimizing

of allocation over all such estimates is based on the image models

developed from ARMA analysis.

4.5 Results of Causal Encoding Using ARMA Models for Error Prediction

The procedure described in the previous section was applied to all

the {ebiI arrays of the three different images KCALIF, CCALIF, and LADY3.

The resulting error models obtained are:

(b=standard deviation of the residuals)

For KCALIF:

Model for {e 10

e(n) = .4359 e(n-l) + 122.0354 0=100.5122

Model for {e30

e(n) = .3237 e(n-l) + 88.1869 0=68.7268

Model for {e70 }

e(n) = .1406 e(n-l) + 52.52 a=40.8996

We observe that as b increases from 10 to 70 the dependence of e(n) on

e(n-l) decreases.

For CCALIF:

Model for {el 0 }

e(n) = .3229 e(n-l) + 127.369 0o=64.9558

Model for {e20 }

e(n) = .3397 e(n-1) + 89.7926 a-i52.389

Model for {e30}

e(n) - .1934 e(n-1) + 79.623 a-43.1174
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Model for {e40}

e(n) = .1914 e(n-l) + 62.5809 a-39.182

Model for {e 7 0 1

e(n) = .03 e(n-l) + 43.018 o=33.1787

For LADY3:

Model for {elO}

e(n) = .5433 e(n-l) + 61.2978 y=70.7308

Model for le3 0 }

e(n) = .4529 e(n-l) + 51.6741 a=51.4638

Model for {e4 0 1

e(n) = .3664 e(n-l) + 48.2031 o=45.3396

Model for {e70}

e(n) = .0893 e(n-l) + 43.1763 a=34.449

These models were successfully used in the CAUSAL transform coding program

4.6 Exponential Model of Complexity of Subimages

Another approach to modeling the error vs. bit curves is to note the

general form of these graphs. They appear to have a strong decaying expo-

nential form, therefore a decaying exponential representation

e(b) = ae B b where b=bits

is postulated. We attempt to use the least squares technique to find

4 estimates for a and 8 for each block. Then we use the series of these

.4 estimates for a and 8 as raw data in the Box & Jenkins procedure to obtain

ARMA models for these parameters of the exponentials fitted to the original

error vs. bits data.
12
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To obtain a least-squares estimate for c and 8, we minimize

100
S = 8.(i ebil)2

i (i

But this gives rise to undesirable nonlinear equations. Therefore we

reformulated first taking lag on both sides giving

In e = Ina + 8b

let In e = y and a 1 = ina.

Y = a, + Ob

So now minimize:

100

S = Y- a Bb )

i=l

Table 4.4 lists the values of'a, 8, and the rms error for the blocks

in quadrant of the LADY3 image which are typical.

Results:

Data Set I lists the values of a, 6and the runs error for all blocks

for the three images KCALIF, CCALIF, and LADY3.

The a estimate sequence was easily modeled as an AR(1) process

but the 0 sequence could not be successfully modelled as a time series.

It apparently does not represent an independent parameter in the exponen-

tial representation not adequately accounted for by the a coefficient.

Without $, the exponential representation has only one parameter,

a, which is not sufficiently flexible to make the exponential a practical

4i representation.

4.7 Power Series Model of Complexity of Subimage

As an alternative parametric representation of the error vs. bits

12
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data a 6th order polynomial of the form

2 3 4 5 6e(b) a0 + alb + ab2
b + a3b + 4b + a5b + a6b

was considered. Following fitting of a polynomial of the above form

to the data, the parameters ao , a' ... a6 are each considered as series

and modeled as an ARMA process.

Table 4.5 gives the rms error between the polynomial fit and the

raw data for the same set of LADY3 blocks used to generate Table 4.3.

These are seen to be significantly less than those for the decaying ex-

ponential. This reflects the higher dimensionality of the polynomial

model which should made the ai 's easier to model.

AR() models were found to be the best ones. Limitations in project

funds and time prevented a more complete analysis of this complexity

representation. However, it is a method which appears to be feasible and

it is an efficient method from its low storage requirements and should be

studied further.

4.8 Results and Conclusions: Causal Adaptive Encoding in the Transform

Domain

A series of experiments designed to evaluate the causal allocation

system: modeling, prediction and allocation, is diagrammed below. The

combinations of conditions are similar to those for the non-causal case.

The main difference is that all allocations of bits were accomplished

using the causal bit allocation method described in section 4.4 rather

than the overall non-causal optimal methods of Part I.
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Causal Transform Coding
Experiments Performed

rigi nal I mage

Compression of 8:1 Compression of 16:1

Buffer Constrained No Buffer
(10% of Total) Constraint

Output Processed Output Not
(Slope Forcet) Processed

There are a total of eight output images per input image. These experi-

ments were performed for two images, CCALIF and LADY3.

Results & Conclusions:

Tables 4.2 and 4.3 give the RMS error between the original image and
'I

the various output images.

(1) Once again, as expected, the 8:1 compression does better

than 16:1. This can be seen visually by comparing LADYB RFA and LADYB

RCA. This is also borne out by the RMS error table.

(2) Both RMS errorwise and visually the causal images are nearly

as good as the non-causal ones, e.g., compare LADYB RFA and LADY3 RFA

and note their close similarity.
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Table 4.4 Parameters for Exponential Fit

Block Y a 8 RMS Error

1 0.111 -0.611 0.821

2 0.122 -0.433 0.790

3 0.077 -0.917 0.905

4 0.082 -0.827 0.897

5 0.101 -0.516 0.846

6 0.114 -0.609 0.826

7 0.096 -0.716 0.859

8 0.422 -3.930 0.401

9 0.548 -2823 0.541

10 0.463 -2.128 0.906

11 0.428 -4.135 0.315

12 0.398 -2.629 0.474

13 0.296 -2.288 0.147

14 0.398 -2.532 0.216

15 0.322 -1.804 0.244

16 0.249 -3.361 0.380

17 0.387 -4.956 0.385

18 0.152 -2.207 0.726

19 0.312 -1.161 0.453

20 0.160 -2.381 0.651

21 0.133 -1.246 0.269

22 0.262 -3.945 0.528

23 0.153 -0.718 0.700

24 -.391 -5.280 0.232

25 0.349 -4.140 0.297
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Table 4.5 Parameters for Polynomial Fit

Block # RMS Error

1______ 0.255

2 0.207

3 0.255

4 0.256

5 0.218

6 0.254

7 0.260

8 0.277

9 0.210

10 0.290

11 0.155

12 0.201

13 0.086

14 0.150

15 0.115

16 0.121

17 0.214

18 0.209

19 0.119

20 0.237

21 0.073

22 0.272

23 0.282

24 0.179

25 0.2197
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(3) As regards buffer constraint, the conclusions are the same

as that for the non-causal case.

(4) Once again we do better for the CCALIF image than for the

LADY image. This can be confirmed by comparing the RMS errors.

(5) Output processing using slope facet caused no significant

change visually or errorwise.

(6) We again have "blockiness" due to reasons explained before.

(7) By looking carefully at LADYB RFA we see that we may have

done a better job on the right eye than on the left. This is because in

the causal case, we gather more and more information as we go from left

to right.

(8) In the causal case, if we assign TTOTAL bits for the whole

image there is no guarantee the dynamic program will use exactly TTOTAL

bits. Usually it ends up with TTOTAL + 10%.

* 1 ,
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APPENDIX A.1

MAX QUANTIZER

The main criteria used in designing a quantizer is the reduction

of the quantization error. This is accomplished by adapting the struc-

ture of the quantizer to the signal to be processed. The problem of

quantizing for minimum distortion for a signal of known probability den-

sity p(x) was first considered in detail by Max [15] in 1960. We present

here the basic formulation of this problem and its solution as developed

by Max.

The digital transmission rate of any data-transmission system is

finite. This means that a quantizer is needed which sorts the input sig-

nal into a finite number of ranges, N. For a given N, the system is des-

cribed by specifying.the end points, xk, of the N input ranges, and an

output level, Yk' corresponding to each input range. If the amplitude

probability density of the signal which is the quantizer input is given,

then the quantizer output is a quantity whose amplitude probability den-

sity may easily be determined as a function of the Xk'a and Yk'S. The

distortion D, associated with the quantization process, is defined as the

expected value of f(c), where f is some function (differentiable), and e

is the quantization error. If we call the input amplitude probability

density p(x), then

D -E[f(Sin - S ou)]

- Jx f(x - y,)p(x)dx

where x - -, x1 - , and the convention is that an input between xi

and xi+1 has a corresponding output Yi"
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j, 7 1 If we wish to minimize D for fixed N, we get necessary conditions

by differentiating D with respect to the x 's and Yi'S and setting deri-

vatives equal to zero.

D- f(x - Y- fx- -y x 0

ax i yJ 1)x) fi ~ Y)(j
(1)

j = 2,...,N

Xj+l

3D _ f - f'(x - yj)p(x)dx 0"
aYJ x 

(2)

j

(1) becomes (for P(x) € 0)

f(x -Y ) - f(x- y j - 2,...,N (3)

(2) becomes

x J+l

Xji f'(x - yj)p(x)dx - 0 J - 1,...,N (4)
xj

If all the second partial derivatives of D with respect to the xi's

and y'S exist then the critical point determined by conditions (3) and

th th
(4) is a minimum if the matrix whose i row and h column element is

a 2D
aPi'Pj critical point'

where the p's are the x's and y's, is positive definite.

If we let f(x) x2 then the distortion D is simply the mean square

quantization error. In this case,

(3) implies
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(yj + YJ-1)/2 or yj 2xj -YJ

(5)
j - 2,...,N

(4) implies

(x - yj)p(x)dx - 0 J 1 ,...,N (6)

Xj

That is yj is the centroid of the area of p(x) between x and xJ+l .

Because of the complicated functional relationships which are

likely to be induced by p(x) in (6), this is not a set of simultaneous

equations we can hope to solve with any ease. Note, however, that if we

choose yl correctly we can generate the succeeding xi's and yi's by (5)

and (6), the latter being an implicit equation for xj+ in terms of Xj

and yj.

A method of solving (5) and (6) is to pick yj, calculate the suc-

ceeding xi's and yi's by (5) and (6) and then if yN is the centroid of

the area of p(x) between xN and , yj was chosen correctly. If YN is

not the appropriate centroid, then yj must be chosen again. This search

may be systematized so that it can be performed on a computer in quite

a short time.

This procedure was carried out by Max for a normalized gaussian

distribution, under the restriction that xN/2+1  0 0 for N even, and

Y(N+1)/2 - 0 for N odd. This procedure gives symetric results, i.e.,

' if a signal amplitude x is quantized as Yk' then -x is quantized as -Yk"

4 The answers appear in Table I.
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APPENDIX A.2

Dynamic Programming Solution
To The Optimal Non-Causal Bit Allocation Problem

First we describe a dynamic progarmming algorithm for solving the Optimal

Non-Causal Bit Allocation problem with no buffer constraints and then provide

a slight modification of it to include buffer constraints.

N possible bit allocations which may be made to any one block. Let C.: P4[0,00>

be the error versus bit rate function for the nth block. Let B be the total

number of bits to be allocated to the K blocks. For the optimal non-causal

bit allocation, we wish to find any
K

b,...,bk C P , bk  f B , statisfying

K K
lk(b ) -l(bk) for every b,.....,bk 6 P

k-1 k-1

K
and bk  < B . A brute force procedure

would successively go through all Nk possible values bl,...,b k . Then for
K K

those satisfying the constraint b k  B , it would compute k E k (bk)
k-l k k-l

and remember the values b*,...,b* which gave the minimum. If we consider
1 k

addition as the basic operation, such an inefficient procedure would take

2 K Nk operations.

Fortunately, a more efficient procedure is available. It is a special-

~ ized version of Bellman's dynamic progaramming. To illustrate this technique,

.4 we need the following definition. For any T, 1 < T < B and for any

M, 1 < M < K define fM(T) by

'
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M

fM(T) m main m Em(bm)Sbit... ,bfP M-1

M

2 b< T
in-1

Then clearly K ,

kI k(bk f k (B)

Now notice that the fM functions can be computer recursively since

M

fM(T) - min E C-m(bm)
b b...,bMP m=l

M
E bm< T

MM-1
M-1

= min min (EM(bM) + E Em(bm)}
m~l

bMeP b1 .., bM-lP

M-1 b < T - b

M-1

= min {Y(bm) + min E Gm(bm)}
bl.... M-16 P M-1

M-1

Z bm < T - b

- min {GM(bin) + fM1 (T- bM))

bM6P

tComputing fK (B) by this recursive procedure allows a more efficient cal-

culation since it requires B.N operations to compute the value of any fM for

all of its possible arguments. The values of the functions fl,...,fK-1 have
1K-
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to be computed for all of their arguments and fK only has to be computed for

the argument B. This takes a total (K-1)B.N + 1 operations.

These equations also suggest a quick way for determining the optimizing

allocations bl,...,bk. For each T, 1< T < B and M, 1< M <K, define P M(T)

to be the smallest element of P satisfying

fM(T) - M (PM(T)) + fM-1 (T - PM(T))

Then

bK PK(B)

and for M K ,

b P P(B - .b*)

bM M b)

The solution for the Non-Causual buffer constrained bit allocation pro-

blem is carried out in identical form, but an additional constraint is put

on the functions fM(T). That is,

M

fM(T,rl,r 2) min Em(bm)
..., bEPb1  m

M

Z b T
m-1 m

M

E b -Mc r1

where c is the channel capacity and r Mr2 R where R is the buffer size1 2

Let rI - r - (bM - C)I 1
and r2  - r2 + (bM - C)
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Then,
M-1

fM(Trl r 2 ) in rain IM(bM) +Z E.m(bm)1
b,••,bM-1 MP

M-1
E b ( Tb
rn-1

-2  _ b - (M-l)c <_ r1MH1

M-1

min M(bM) + min P

bl,.. ,bMi 1

M-1E b < T - bM

M-1

-1 1 M-1 <T1
-r2 E b - (M-1)C(T1

min -M (bM) + fM-1 (T1bMor 1r2

4le
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APPENDIX A.3

ANALYTIC SOLUTION OF THE OPTIMAL BIT ALLOCATIONS PROBLEM
FOR THE OPTIMAL NON-CAUSAL DPCM QUANTIZATION PROBLEM

Let X be random variables with variances 2(,...,o,, respectively.

Let qn, n = 1,...,N be quantizing functions. qn(xn) is the mean of the inter-

val to which xn is quantized. For each number r of quantizing values for the

n th variable, we define the quantizinq error to be

d (rn ) =min E[(x - (xn))2]nn n n nqn

From rate distortion theory we can expect that

2 ( log2rndn(r)a=o e
n n n

Setting bn = log2rn , we can write the distortion as

r 2 -a bndn(b n  a n e

The bit assignment problem is to determine bl,...,bN satisfying bn > 0 and

N

nZl bn = B such that n 
dn(bn) is minimized.

One analytic way to solve this problem is to use the technique of Lagrange

multipliers and assume that b n can take any real value. This does not give us

* -the precise answer we want, but it does give one close enough. Another technique

is to use dynamic programming.
N N

Set f(b1,...,bN) n dn(bn) + X(  bn - B)
n n1

= N 2 -(xb -B

1 on n ( n - B)

' df =2a~ )-abk
df-k 2(-a)e k+ A
k

df 2 -a "bk
Setting 0, we have A =R ae k 1,...,N.
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Hence,

A -Cibk

e k

2ca
k abk
A= e

2
i.n - = ab

A K

2

bk = in

N
Since n = B we may solve for x.

n1

N N 2 N
B b I n an, In 2 l n

n bn n l tn n rt nn n A
n=1

Multiplying by a and bringing the sums of the log of variances to the left, we have

N N' B 2 >
c - In 2n  in N in

n l nl

N

B- in a2n) in a - In x
n1

Solving for A, we obtain

N

=n x = In a - 1(aB - cy no2)
N n= n

N

= : n a + n a. -2 iB)
ri  n ~ n
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N

i= ean + n 1B)

e eN

N

=1 ' nan aB

N n=l n - .B

a e n = 1 e e

Ne nn e

N

=cze ne

N( 2 e-' B/N

n n

Now substitute this value of A in the expression for bn.
2

a~ N anbn 1 in N

a( 0 k) e-a B/N

I n -B/N
a n N 2 /N- -rI e )

k=1
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2
n

= n N 2 I/N) (-aB/N))

k=1

2
(in anB

al(fl N 1/N "N
( Ok)
k=1

2
-B + n an

( I ok)

k~l

N I/N.B 1 2 2
+ N (,n On  - nOk) )

k=

N
bn = + I -(z'n c,2- k 1 n c2)

b ~k 1
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APPENDIX 1.2

COMPUTER PROGRAM DOCUMENTATION

I. GENERATION OF ERROR VS BIT RATE TABLES

THIS PACKAGE GENERATES THE DPCM ERROR VS BIT RATE TIBLES
TO BE USED SUBSEQUENTLY TO DO AN OPTIMAL BIT ALLCCATION AND
STORES THEN IN A SEQUENTIAL FILE ON DISK.

DCZRDV

DCMPIO

DCEB C

AVLRDL

DPCHEB

QTZS A

DPC52L

DPCBXX

RASEIR

fo

,1

I' "
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LI. OPTIAL BIT ALI.OCATION AND DPCM CORPRESSION

THIS PICKAGI USES THE ERROR VS BIT RATE TABLES CREATED
BY THE FIRST PACKAGE TO PERIOR AN OPTIMAL SIT ALLOCATION
ON THE BLOCKS OF AN IMAGE AD THEN DPCHIS THOSE BLOCKS
ACCORDINGL -

D PCDV

DCEPIG

DPCIINC

ODITLL

RESALL

FRSTCL

MEXTCL

MVARDL

DPc:ffE

QTZS~lf

DPCH2L

DPCI I

,I RBSERR
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C--DCERDV DPCM 808 VS BIT TABLES GENERATION CBIVER
C
C IDENTIFICATION
C
C PROGRAM TITLE DCERDV
C AUTHOR OSCAR A. ZUIIGA
C DATE NOVEMBER 9, 1978
C LANGUAGE FORTRAN IV (F44-RSI)
C SYSTEM PDP - 15
C SITE RSL - CRINC
C
C PURPOSE
C
C THIS IS THE DRIVER FOR THE DPC8 ERROR VS BIT
C TABLES GENERATION PROGRAM.
C
C ENTRY POINT
C
C DCERDV (ALTRET)
C
C ARGUMENT LIST
C
C -NOTE- ALL ARGUMENTS PASSED THROUGH KANDIDATS
C LABELED COMMON AREAS
C
C ALTRET INT ALTERNATE RETURN TAKEN I CASE OF ERROR
C
C SUBROUTINES CALLED
C
C KDPUSH PUSH ERROR PROCESSING STACK (KANDATS)
C DEVCHK CHECKS FOR PROPER DEVICES (KAINDATS)
C RDKINL INITIALIZE 'SI' FILE (KANDATS)
C VHBAND GET THE BAND ( I/O ) (KANDATS)
C CONTIN GET COMMENT DESCRIPTOR
C RECORDS ( I/O) (K&NDATS)
C CTRLT SET ADDRESS OF CONTROL T (SYSTEM)
C DCMPIO DPCM DATA COMPRESSION I/O (USER)
C DCRBNC DPCM DATA COMP. NUMEER CRUNCHER (USER)
C KDPOP POP ERCR PROCESSING STACK (USER)
C

C
SUBROUTINE DCERDV (AITNET)

C
IMPLICIT INTEGER (A-Z)

C
DOUBLE INTEGER INFIL (10), LPFII (10), OTFIL (10), DUN

DOUBLE INTEGER ZILN (2)
REAL FRAC
LOGICAL LPLAG, BRIEF, LONG, SHORT, RUN
INTEGER IDENT (20), KDENT (20)C
COMMON /IBCSIZ/ BRIEF, INTT, OTTT, LONG, SBORT, RUN,
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noT,
1 MTIS, TTYOT, LP, DUNDAT, XXPDAT, SCDEV1,
2 SCDEV2, SCDEV3, CDRDAT

common /ERROR/ XXV
COBMOM /CORMID/ IFC, OTDEVN, OTDEV, OTTYP, OTFIL, INDEVN,

1 INDEV, IMTTP, INFIL, LP7IL, DUM(10),
2 LPLAG (26)

CONSON /DCEVKA/ IBKSZ, V01K (400)

EQUIVALENCE (SCOLS, IDENT(13)), (NROWS, IlNT(14))
EQUIVALENCE (HTBND, IDENT(17)), (NSDND, IDENT(18))
EQUIVALENCE (BODE, IDENT(19))

EQUIVALENCE (NTBND2, KDENT(17)), (NSOND2, KrEZNT(18))
EQUIVALENCE (MOD22, KDENT(19))

C
C

DATA DEVMSK /#040000/
DATA NU /-l/

C
C

CALL KDPUSH ($DCERD', IV$)
C

URKSZ - 400
C
C CHECK FOR PROPER DIVICE
C

CALL DEYCHK (DEYNSK, 1, BIT, &9999)
C
C CHECK INPUT AND OUTPUT .DAT SLOTS
C

IF ( INDEV..LT...O.IDV.LT.1.O1.SCDEV1.LT. 1)
1 GO TO 90140

IF 4INDEV. EQ. INDE'! .OR.INDEY. EQ. SCDEV 1. OR.
1 INDEVN.EQ.SCDEV1 ) GO TO 9050

C
C SET UP INIPUT FILE
C

CALL RDKINL (INDEV, INFIL, IDENT, 1, 1EV, &9999
C

CALL CLOSE (INDEV
C
C CRECK THE INPUT FILE
C

IF ( MODE. NE. 1. AND. MODE. ME.0 ) GO TO 9000
IF (UTBND - NSBND .LE. 0) GO TO 9020£

BLKSZE = NROWS*NCOLS

I C IF ( 3*BLKSZE.GT.VBKSZ ) GO TO 9010

C

CALL DCAPIO CFILNE, 8DFSZE, TOTAL, MINBTS, SELECT,
941 FRAC )I
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C
C

C SET UP LOW PASS JILTER PILE

C
CALL DKINL ( INDEVN, L2FIL, KDENT, 1, EV, 69999

C
C CHECK LOW PASS FILTER FILE
C

I? ( BODE2.NE.MODE ) GO TO 9030

IF (NTBND2 - NSBND2 .LE. 0 ) GO TO 9020

C
C
C GET THE BAND TO USE

C
CALL VHBAND ( LPPIL, KDEBT, RU, S1D2, IEl, 69999

C
C
C

CALL VHBAMD ( INPIL, IDENT, MU, BID, IZV, $9999 )

C
C ASK USER TO WRITE THE COOM!NT

C DESCRIPTOR RECORDS

C
CALL COKTIN ( 69999

C
C SET UP INTERRUPT CONTROL T.

C
CALL CTRLT ( 68000 j

C
C CALL THE MURDER CRUNCHER

C
CALL DCZRNC ( INDEV, INDEVY, INZIL, LPFIL,

1 SCDEVi, FILMS, BID, SND2, WORK,

2 IUKSZ, NXNBTS. SELECT,

3 FRAC, IEV, £9998 )

CALL KDPOP
C RETURN

• C

8000 CONTINUE
C
C CONTROL T EXIT

C
CALL IGNOFT
CALL CLOSE ( INDEV )
CALL CLOSE CINDEN
RETURN

C
C ABNORMAL CONDITIONS

C
9000 CONTIN E

C
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C--DCERNC DPCM ERROR VS BIT TABLES GEN. NUMBIR CRUNCHER
C
C IDENTIFICATION
C TITLE DCEBNC
C AUTHOR OSCAR A. ZUNIGA
C VERSION A.01
C DATE 11/04/78 06:33
C LANGUAGE FORTRAN IV (V44-RS/BULTI-JCCESS)
C SYSTEM PDP-15
C SITE RSL-CRINC
C UNIVERSITY OF KANSAS,
C 2291 IRVING HILL DRIVE,
C LAWRENCE, KANSAS 66045.
C (913) -864-4836
C
C PURPOSE
C
C THIS IS THE NUMBER CRUNCHER FOR THE DECH ERICR VS
C BIT RATE TABLES GENERATION PROGRAM.
C THIS ROUTINE READS BLOCKS FROM AN INPUT IMAGE AND
C A LOW PASS FILTERED VERSION OF IT. A DPCM TECHNIQUE
C SELECTED BY THE USER IS THEN APPLIED TO EACH INPUT
C BLOCK USING SEVERAL BIT RATES AND A DPCM ERROR TABLE
C IS IN THIS WAY CREATED WHICH IS STORED IN A SEQUEN-
C TIAL FILE.
C
C ENTRY POINT
C
C DCERIC ( INDAT, INDAT2, INFIL, LPFIL,
C OTDAT2, FILNM, BiD, BXD2, WORK,
C WRKSIZ, MINBTS, SELECT,
C FRAC, IXV, ERRET )
C
C ARGUMENT LISTING
C
C INDAT INT INPUT LOGICAL UNIT NUMBER
C INDAT2 INT INPUT LUN FOR LOW PASS FILTER FILE
C INFIL DINT INPUT FILE NAME
C LPFIL DINT LOW PASS FILTER FILE NAME
C OTDAT2 INT LUN FOR SEQUENTIAL FILE
C FILNM DINT SEQUENTIAL FILE NAME
C BND INT BAND OF INPUT IMAGE TO BE PROCESSED
C BND2 INT BAND OF LOW PASS FILTER IMAGE
C WORK INT WORK ARRAY TO HCLD INPUT AND OUTPUT LINES
C WRKSIZ INT SIZE OF THE WORK ARRAY
C MINBTS INT MAXIMUM NUMBER CF QUANTIZATION BITS
C SELECT INT SELECTION NUMBER FOR DPCN TECHNIQUE
C (2) 2-D DPCM FLAT MODEL LSE
C (3) ROD DPCH FLAT MODEL LSE

C (4) 2-D DPCM FLAT MODEL MVE
C (5) ROD DPCM FLAT MODEL MYE
C (6) 2-D DPCM SLOPED MODEL LSE
C (7) ROD DPCM SLOPED MODEL LSE
C (8) 2-0 DPCN SLOPED MODEL lVE
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C NOT AN INTEGER FILE
C

IEV - -2012
GO TO 9998

C
9010 CONTINUE

C
C NOT ENOUGH iORK SPACE
C

IEV = -5010
GO TO 9998

9020 CONTINUEC
C NO NUMERIC BANDS
C

1EV = -5018
GO TO 9998

C
9030 CONTINUE

C
C INPUT FILES NOT THE SAMS MODE
C

IZV = -5022
GO TO 9998

C
9040 CONTINUE

C
C ILLEGAL .DA'T SLOTS
C

IEV = -2001
GO TO 9998

C
9050 CONTINUE

C
C .DAT SLOTS THE SAME
C

IEV = -5009
GO TO 9998

C
9998 CONTINUE

C
C ERROR I SUEPROGRAN
C

CALL CLOSE ( INDEV )

CCALL CLOSE ( INDEYN )
C ABNORMAL RETURN

, C
9999 RETURN ALTRET

F END
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C (9) lOD DPCH SLOPED MODEL HVE

C FRAC REAL FRACTION OF STANDARD DEVIATION THAT
C RANGE OP DITHER SHOULD BE

C IEV INT INTEGER EVENT VARIABLE
C - -2001 ILLEGAL FILE CODE
C - -5009 LUNS ARE THE SAME
C ERRET INT ERROR RETURN
C
C HARDWARE REQUIRED
C
C PDP- 15
C

C PROGRAN ENVIRONMENT
C
C DCERNC SHOULD BE CALLED BY ITS DRIVER DCEREV IN KANDIDATS
C
C ROUTINES CALLED
C
C KDPUSH PUSH NAME ONTO ERROR STACK (KANDIDATS)
C RDKINL INITIALIZES AND ACCESSES AN 'SI1 (KANDIDATS)
C FILE IN Al FORZAT
C RREAD READ A BLOCK PROM AN (SIP) IMAGE (KANDIDATS)
C MVARDL BEAN AND VARIANCE OP THE DI ( USER
C FPPRENCE BETWEEN 2 LINES
C DPCBER DPCH DATA COMPRESSION ERROR ( USER )
C KDPOP POPS THE NAME OUT OF THE ERROR STACK (KANDIDATS)
C
C

C
C
C

SUBROUTINE DCERNC ( INDAT, INDAT2, INFIL, LP71l,
1 OTDAT2, FILNM, BND, BND2, WORK,
2 iRKSIZ, MINBTS, SELECT,
3 FRAC, IEV, ERRET

C
C

IMPLICIT INTEGER (A-Z)
C

DOUBLE INTEGER INFIL(10),LPFPL(10)
DOUBLE INTEGER 1ST
DOUBLE INTEGER PILNI(2)

C
C INTEGER IDENT(20),KDENT(20)

INTEGER WORK(WRKSIZ), QTZBTS(10)
C

REAL BLKERR(10), VARTAB(100), DMEAN, DVAR, ERROR, FRAC
REAL MNTAB(100) , SORT

C
C

4 , EQUIVALENCE (NBITS,IDENT(S)),(NUDS,IDENT(12))
EQUIVALENCE (NPPL.IDENT(6)), (NLIN,IDENT(7))
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EQUIVALENCE (NCOLS,IDENT(13)),*(NROV0S,.IDENT(1I))
EQUIVALENCE (HODE,IDENT(19))

c
EQUIVALENCE CNPP.L2,KDEE'r6)), (XLI92,KDEJT (7))
EQUIVALENCE (ICCL2,XDllT(13)), (fiROV2,XDflIT(14))

C
C

CALL KDPUSH(NDCEBN','Cl)

C CECKC DAT SLOTS

IF (INDAT.EQ.OTDAT2.OB.INDAT2.EV.CTDAT2.O3.
1 OTDkT.EQ-.OTDkT2) GO TO 9010

C
IF ( OTDAT2 .LT. 1 ) GO TO 9050

C
C
C OPEN INPUT MIE

CALL RDKINL (INDAT,.INPIL,IEDEUT, 1 ,IE'!,9998)

C CALL CLOSE 4 INDAT)

C
C
C OPEN LOW PASS FILTER FILE
C

CALL RDKINL ( INDAT2, LPFIL, KDEUT, 1, IEV, 69998)
C
C CHECK THAT SIZE OF INPUT TILES
C IS THE SAME
C

IF NPPL .8.PPL2.OR.NLIN.NE..NLIN2 ) GO TO 9030
IF (NCOLS.NE.kiCOL2.OR.UROUS.NE.NROI2 ) GO 7C 90410

C
C
C ACTUAL NUMBER CRUJNCHiING
C
C COMPUTE THE NUMBER OF BLOCKS IN
C INPUT FILE AND THI BLOCK SIZE
C

NBLCKS -ICZIL ( !4LIV, IROWS )*ICZIL ( NPPL, UCOLS
BLKSZE =NBOWS*NCOLS

C COMPUTE POINTERS FOR WORK AREA
4 C

PTI =1
PT2 - PT1 + BLKSZZ

PT * T2 + BLKSZE
C
C COMPUTE THE DPCM ERROR TABLE
C

DO 1015 1 = 1, dXNBTS
QTZBTS(I) I

1015 CONTINUE
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CALL ENTER (OTDAT2, P1115)

C
C

DO 1060 I - 1, MBUCKS
CALL READ ( INDAT, WOBK(PT1), END, 1, 1, IDENT,

1 1EV, $9998 )
CALL BREAD ( INDAT2, UORK(PT2), BID?, 1. 1, KDENT,
1 1Ezv, $9998
CALL NVARDL (WORK (PT1), WORK (PT?), DREiAM, DVAR, BLKSZE)
VABTAB(I) DVAR
ITAB(I) =DREAM

DO 1050 NDTS 1, RIVETS
CALL DPCHER ( OK(PT1), IORK(PTf4), WOSK(PT2), DREAM,

1 DVAR, BLKSZE, NCOLS, NETS, FRAC,
2 IST, SELECT, ERROR

BLKEBR (NBTS) =ERROR

1050 CONTINUE
WRITE (OTDAT2) ( QTZBTS (L) , L -1, KXNBTS )
WRITE (OTOAT2) ( BLKERE(1) , L -1, KXNBTS )

1060 CONTINUE
C
1070 CONTINUE

C
WRITE (OTDAT2) (VARTAB (L) , L =1, NBLCKS)
CALL CLOSE ( OTDAT2

C
CALL CLOSE CINDAT)
CALL CLOSE(INDAT2)
CALL KDPOP
BET URBN

C
C
C
C
C ABNORMAL CONDITIONS

9010 CONTINUE
C
C LUMS ABE THE SARE
C

1EV - -5009
GO TO 9999

C
9030 CONTINUE

C
C INPUT FI'LES NOT THE SAME SIZEI C 1EV - -5021

GO TO 9999
C
9040 CONTINUE

C
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C INPUT PILES NOT THE SIME BLOCK SIZE
C

IEV U -5023
GO TO 9999

C
9050 CONTINUE

C
C ILLEGAL 'PIE CODE
C

IEV-2001
GO TO 9999

9998 CONTINUE
C
C
C READ OR WRITE ERROR
C

CALL CLOSE ( INDIT )
CALL CLOSE ( INDAT2 )

9999 RETURN ERRET
C
C

END

/I15

159

£



C-DPCdDV SON-CAUSAL DPC3 DATA COMPIESSION DRIVER
C
C IDENTIFICATION
C
C PROGRAM TITLE DPCMDV
C AUTHOR OSCAR A. ZUNIGA
C DATE NOVEMBER 9, 1978
C LANGUAGE FORTRAN IV (F74-RSX)
C SYSTEM PDP - 15
C SITE RSL - CRINC
C
C PURPOSE
C
C THIS IS THE DRIVER FOR THE NON-CAUSAL DPCM DATA
C COMPRESSION PROGRAM.
C
C ENTRY POINT
C
C DPCNDV (ALTRET)
C
C ARGUMENT LIST
C
C -NOTE- ALL ARGUMENTS PASSED THROUGH KANDIDATS
C LABELED COMSON AREAS
C
C ALTRET INT ALTERSATZ RETURN TAKEN IN CASE OF ERROR
C
C SUBROUTINES CALLED
C
C KMUSH PUSS ERROR PROCESSING S71CI (KANDATS)
C DEVCHK CHECKS FOR PROPER 02VICTS (KANDATS)
C RDKINL INITIALIZE 4SIU' FILE (KANDATS)
C WSBAND GET THE BAND ( I/O ) (KANDATS)
C CO8TIN GET COMMENT DESCRIPTOR
C RECORDS ( I/O) (KANDATS)
C CTRLT SET ADDRESS O CONTROL T (SYSTEM)
C DCMPIO DPCM DATA COMPRESSION I/O (USER)
C DPCMNC NON-CAUSAL DPCM NUMBER CRUNCHER (USER)
C KOPOP POP ERROR PROCESSING STACK (USED)
C

C
SUBROUTINE DPC8DV (ALTIET)

ISPLICIT INTEGES (A-Z)
C
C

DOOBLE INTEGER INPIL (10), LIPFIL (10), OTZIL (10), DU
DOUBLE INTEGER FILVM(2)REAL FSAC
LOGICAL LFLAG, BRIEF, LONGO SBOBT, BUN

INTEGER IDINT (20), EDENT (20)

COMMON /IBCSIZ/ BRIE?, INTT, OTTT, LONG. SHCRT, RUN,
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1 ??YIN, TT!OT, LP, RUNDAT, !XPDAT, SCDEV1,
2 SCDEV2, SCDEV3, CDVDAT

COMMON /33303/ 1EV
COMMON /CONAND/ IPC, OTDEV5, OTDEV, OTTYP, OTFIL, INDEVN,

1 INDEV, IXTYP, INFIL, LPIIL, DUH(10),
2 LFLAG (26)

COMMON /DCEWKA/ WRKSZ, 103K (400)
C

EQUIVALENCE (NCOLS, IDZNT(13)), (MEOWS, IDENT(14))
EQUIVALENCE (NTBND, IDENT(17)), (NSBNC, IC!NT(18))
EQUIVALENCE (RODE, IDENT(19))

C
EQUIVALENCE (NTDND2, KDENT(17)), (ISBND2, KDENT(18))
EQUIVALENCE (MODE2, KDENT(19))

C
C

DATA DEVMSK /*040000/
DATA HU /-l/

C
C

CALL KDP(JSH ('DPCMDI, 'VI)
C

iRKSZ -400
C
C CHECK FOR PROPER DEVICE
C

CALL DEVCHK (DEVHSK, 1, BIT, 89999)
C
C CHECK INPUT AND OUTPUT .DAT SLOTS
C

IF (INDEV.LT..1.OR.INDEVN.LT.1.OR.OTDEV.LT.1
1 GO TO 9040

C
IF (INDEV. EQ.INDEVII. OLINDEY. EQ.OTDEV.OR.

1 INDEVN..EQ.OI!DEV ) GO TO 9050
C
C SET UP INPUT FILE
C

CALL RDKINL CINDEV, INFIL, IDENT, 1, IEV, 69999
'I C

CALL CLOSE (INDEV)
C
C CHECK THE INPUT FILE
C

IF ( NODE. NE. 1. AND. MODE. ME. 0 ) GO TO 9000
IF (UTBND - NSDND .LE. 0) GO TO 9020I CBLKSZE NROWS*NCOLS
IF ( 3*BLKSZE.GT.VRKSZ ) GO TO 9010

C
C GET INFORMATION FROM USED
C

CALL DCNPIO (FIINM, BBFSZE, TOTAL, MXNBTS, SELECT,
'1 1 Flac)
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C
C
C SET UP LOW PASS FILTER FILE
C

CALL RDKIVL ( INDEVN, LPFIL, KDENT, 1, lEV, 89999 )
C

CALL CLOSE ( INDEVN )
C
C CHECK LOU PASS FILTER FILE
C

I.F ( BODE2.NE.MODE ) GO TO 9030
IF (NTBID2 - NSDND2 .LE. 0 ) GO TO 9020

C
C
C GET THE BAND TO USE
C

CALL H.BAND ( LPYIL. KDENT, NU, BND2, IEV, 89999
C
C
C

CALL VHBAND ( INPLLL, IDENT, NU, BND, IEV, 89999 )
C
C ASK USER TO WRITE THE COBMENT
C DESCRIPTOR RECORDS
C

CALL CONTIN ( 89999 )
C
C SET UP INTERRUPT CONTROL T
C

CALL CTRLT ( &8000 )
C
C CALL THE NUMBER CRUNCHER
C

CALL DPCENC ( 10EV, INDEVN, INFIL, LP1IL, OTDEV,
I OTFIL, SCDV1, FITNB, BND, BNC2, WORK,
2 UBKSZ, BBFSZE, TOTAL, MXNBTS, SELECT,
3 FRAC, IEV, 89998 )

c
CALL KDPOP
RETURN

C
8000 CONTINUE

C
C CONTROL T EXIT
C

CALL IGNORT
CALL CLOSE ( INDEV )
CALL CLOSE (INDEVN

CALL CLOSE C OTDEV )
RETURN

C
C ABNORMAL CONDITIONS
C
9000 CONTINUE
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C
C NOT AN INTEGER FILE
C

IEV -2012
GO TO 9998

C
9010 CONTINUE

C
C NOT ENOUGH VORK SPACE
C

IZV = -5010
GO TO 9998

C
9020 CONTINUE

C
C NO NUMERIC BANDS
C

1EV - -5018
GO TO 9998

C
9030 CONTINUE

C
C INPUT FILES NOT THE SAME MODE
C

IEV = -5022
GO TO 9998

C
9040 CONTINUE

C
C ILLEGAL .DAT SLOTS
C

IEV = -2001
GO TO 9998

C
9050 CONTINUE

C
C .DAT SLOTS THE SAME
C

IEV = -5009
GO TO 9998

9 998  CONTINUE

C
C ERROR IN SUEPROGRAM
C

CALL CLOSE ( 111EV)
CALL CLOSE ( INDEVN
CALL CLOSE ( OTDET )

C
C ABNORMAL RETURN

* ' C
9999 RETURN ALTRET

END
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*--DCMPIO DPCB DATA COMPRESSION I/O

# IDENTIFICATION

# TITLE DPCB DATA COMPRESSION I/O
# AUTHOR OSCAR A. ZUNIGA
# DATE AUGUST 30, 1978
# LANGUAGE RATFOR ( XVM/BATFOR V2AO03
# SYSTEM PDP - 15
# SITE RSL - CRINC
# UNIVERSITY CF KANSAS
# 2291 IRVING HILL DRIVE
# LAWRENCE, KANSAS 66045
# (913) -864-4836

# PURPOSE

# THIS SUBROUTINE OBTAIN FROM THE USER ALL THE INFOR-
# NATION REQUIRED TO PERFORM THE DPC3 DATA COMPRESSION
# EXPERINENTS

# ENTRY POINT

# CALL DCHPIO ( FILNE, BBFSZE, TOTAL, EXNBTS, SELECT,
# FRAC)

# ARGUMENT LIST

# FILNE DINT SEQUENTIAL FILE NAME FOR
# DPCE EROR TABLE
# BBFSZE INT THE BIT BUFFER SIZE
# TOTAL INT TOTAL NUMBER CF BITS CONSTSAINT

XINBTS INT THE MAXIMUM NUMBER OF BITS TO BE
# ASSIGNED TO AN BLOCK ( BETWEEN 0
# AND 6 )
# SELECT INT ALLOWS THE USER TO SELECT A PARTI-
* CULAR DPC" TECHNIQUE
# (2) 2-D DPC, FLAT MODEL LSE
# (3) ROD. DPCE FLAT MODEL LSE
# (4) 2-D DPCM FLAT MODEL EVE
# (5) MoD. DPCM FLAT MODEL NVE
# (6) 2-D DPCM SLOPED MODEL LSE
6 (7) ROD. DPCM SLOPED MODEL LSE
# (8) 2-D DPCH SLOPED CODEL VE
# (9) MOD. DPCa SLOPED MODEL MVE
# FRAC REAL FRACTION OF STANDARD DEVIATION THAT
# RANGE OF DITHER SHOULD BE ( TC BE
# UUSED ON THE PARTICULAR DPCM TECHNI-

# HARDWARE REQUIRED

1PDP-15
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# SUBROUTINES CALLED

# NONE

SUBROUTINE DCNPIO (PLUMA, BBYSZE, TOTAL, MXNBTS, SELECT,

FRAC)

# TYPE STATERENTS

IMPLICIT INTEGER ( A - Z)
DOUBLE INTEGER PITlNM(2)
REAL FRAC
DATA INTT, OTTT / 12, 1.3/

#

# READ SEQUrNTIll PILE NAME FCR
# DPCLI ERh4OR TABLE

#

SRITE (OTTT,6000)
6000 FORMAT (I -- ENTER SEQUENTIAL FILE NAME! YCR DPCM ERROR$/,

TABLE---15, A4-1-

READ (INTT,6010) FILNM
6010 FORMAT ( AS, A4

T READ LOW PASS FILTER IMAGE CPTION

RREAD TOTAL NUMBER OF BITS CCNSTRAINT

WRITE (OTTT,6050)
6050 FORMAT (I -- ENTER TOTAL NUMBER OF BITS CCNSTRAINT--.3--')

READ (IDUTT,6070) TOTAL

SREAD BIT BUFFER SIZE

WRITE (OTTT,6060)
6060 FORMAT (' ---- ENTER BIT BUFFER SIZE --- R13---

READ (INTT,6070) BBFSZE
6010 FORMAT ( 13 )

S

* READ MAXIMUM NUMBER OF BITS TO BE
* ASSIGNED TO ANY INDIVIDUAL ELCCK

S

WRITE (OTTT,6080)
6080 FORMAT (' ---- ENTER THE MAXIMUM NUMBER OF EITS TO BEV,

ASSIGNED TO ANY INDIVIDUAL BLCCK---I---')
READ (INTT,6090) MXFBTS
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6090 FORMAT ( I)

# READ SELECTION FOR DPCK TECHNIQUE
8

tRITE (OTTT,6100)
6100 FORMAT ( .--- ENTER SELECTION FOR DPCH TECHNIQUE---I1---'/,

(2) 2-D DPCK FLAT MODEL L.S. E. 9/,
(3) MODIZ. DPCA FLAT MODEL L.S.E.#/,
(4) 2-D DPCZ FLAT MODEL KIN. VAR.'/,
(5) MUDIZ. DPCH FLAT NODEI NIN. VAR.'/,
(6) 2-D DPC SLOPED MODEL L.S.E.'/,
(7) MODI?. DPCE SLOPED MODEL L.S.E.'/,
(8) 2-D DPCM SLOPED MODEL KIN. VAR.'/,
(9) ODIF. DPCH SLOPED MODEL BIN. VAR.' )

READ (INTT,6090) SELECT
8

# READ FRACTION OF STANDARD ZEVIATION
0 THAT RANGE OF DITHER SHOULD BE
8

VRITE (OTTT,6110)
6110 FORMAT (' ---- ENTER FRACTION OF STAINARD DEVIATION THAT'/,

RANGE OF DITHER SHOULD BE---FS.3---')
READ (INTT,6120) FRAC

6120 FORMAT ( P5.3 )
8
$

RETURN
END

1
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C--DPC5NC NON -Ck-SL DPC3 NUMBER CRUNCHER
C ( USING DYNAMIC PRCGRAMflING

C
C IDENTIFICATION
C TITLE DPCANC
C AUTHOR OSCAR A. ZUNIGA
C VERSION A.01
C DATE 11/04/78 06:33
C LANGUAGE FORTRAN IV (V4-RSX/MULTI-ACCESS)
C SYSTEM PDP-15
C SITE RSL-CRINC
C UNIVERSITY OF KANSAS,
C 2291 IRVING HILL DRIVE,
C LAWRENCE, KANSAS 66045.
C (913) -864-4836
C
C PURPOSE
C
C THIS IS THE NUMBER CRUNCHER FOR THE DPCH DATA COM-
C PRESSION PROGRAM.
C THIS ROUTINE DOES AN OPTIMAI BIT ALLOCATION TO THE
C BLOCKS OF AN INPUT IMAGE BY THE TECHNIQUE CF DYNAMIC
C PROGRAMMING USING A DPCM ERROR VS BIT RATE TABLE CRE-
C ATED PREVIOUSLY AND STORED IN A SEQUENTIAL FILE.
C BLOCKS ARE THEN READ FROM THE INPUT IMAGE AND A LOW
C PASS FILTERED VERSION OF IT AND A DPCM TECHNIQUE
C SELECTED BY THE USER IS SUBSEQUENTLY APPLIED TO EACH
C BLOCK USING AS MANY BITS AS INDICATED BY THE OPTIMAL
C BIT ALLOCATION ALGORITHM.
C
C ENTRY POINT.
C
C DPCMNC ( INDAT, INDAT2, INFIL, LPFIL, OTDAT,
C OTFIL, OTDAT2, F71NM, END, BND2, WORK,
C WRKSIZ, BBFSZE, TOTAL, MXNBTS, SELECT,
C FRAC, IEV, ERRET
C
C ARGUMENT LISTING
C

" C INDAT INT INPUT LOGICAL UNIT NUMBER
C INDAT2 INT INPUT LUN FOR LOW PASS FILTER FILE
C INFI DINT INPUT PILE NAME
C LPFIL DINT LOW PASS FILTER FILE NAME
C OTDAT INT OUTPUT LOGICAL UNIT NUMBER
C OTFIL DINT OUTPUT FILE NAME
C OTDAT2 INT LaN FOR SEQUENTIAL FILE
C FILNM DINT SEQUENTIAL FILE NAME
C BND INT BAND OF INPUT IMAGE TO BE PROCESSED
C BND2 INT BAND OF LOU PASS FILTER IMAGE
C WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT LINES
C wRKSIZ INT SIZE OF THE WORK ARRAY
C BBFSZE INT BIT BUFFER SIZE
C TOTAL INT TOTAL NUMBER OF BITS TO B7 ALLOCATED
C TO ALL BLOCKS IN THE INPUT IMAGE
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C XNBTS INT MAXIMUM NUMBER OF QUANTIZATION BITS
C SELECT INT SELECTION NUMBER FO DPCH TECHNIQUE
C FRAC REAL FRACTION OF STANDARD DEVIATION THAT
C RANGE OF DITHER SHOULD BE
C IEV INT INTEGER EVENT VARIABLE
C - -2001 .ILLEGAL PILE CODE
C a -5009 LOWS ARE THE SAME
C ERRET INT ERROR RETURN
C
C HARDWARE REQUIRED
C
C PDP- 15
C
C PROGRAM ENVIRONMENT
C
C DPCRNC SHOULD BE CALLED Br ITS DRIVER CPCHEV IN KANDIDATS
C
C ROUTINES CALLED
C
C KDPUSH PUSH NAME ONTO ERROR STACK (KANDIDATS)
C RDKINL INITIALIZES AD ACCESSES AN 'SIP' (KANDIDATS)
C FILE IN Al FORMAT
C RPYDSC COPIES DESCRIPTOR RECORDS FROM INPUT (KANDIDATS)
C TO OUTPUT PILE
C NkAREC WRITE $E NAKE RECORDS (KANDIDATS)
C RDSC2O WRITES PARABETEIS RECORDS (KANDIDATS)
C CONTIR WRITES COMMENT DESCRIPTOR RECORDS (KANDIDATS)
C NRCHKO CHECKS ' FLAG BEFCRE GETTING NEI (KANDTDATS)
C IURAER OP RECORDS ( FUNCTION )
C NVARDL MEAl AND VARIANCE OP THE DIFF ( USER )
C ZBENCE BETWEEN 2 LINES
C DPCHER DPCN DATA COMPRESSION ERROR ( USER )
C OBITAL OPTIMAL BIT ALLCCATION ( USER )
C BREAD READS A BLOCK FROM AN 'SIF' IMAGE (KANDIDATS)
C RRIT WRITES A BLOCK ON AN 'SI' FILE (KANDIDATS)
C KDPOP POPS THE NAME OUT OF THE ERROR STACK (KANDIDATS)
C
C

C
C
C

SUBROUTINE DPCMNC ( INDAT, INDAT2, INFIL, LPFIL, OTDAT,
1 OTFIL, OTDAT2, FILNM, BND, BND2, WORK,
2 WRKSIZ, BBFSZE, TOTAL, MXNBTS, SELECT,
3 FRAC, IEV, ERRET

C4 C
IMPLICIT INTEGER (A-Z)

C

DOUBLE INT.EGER INIL(10),LPFIL(10),OTFIL(10) ,NAME(7)
DOUBLE INTEGER IST~DOUBLE INTEGER FILMS(2)

C
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C
INTEGER PAREAN (20) ,ID ENT (20) ,KDENT(20) J3DENT (20)
INTEGER WORK(WRKSIZ), QTZBTS(10), CEITIB(100)

C
REAL DMEAN, DVAR, ERROR, FRAC
REAL SQET

C
C

EQUIVALENCE (NBITS,IDENT(5)),(NVDS,IDENT(12))
EQUIVALENCE (NPPL,IDENT(6)) ,(NLIN,IDENT (7))
EQUIVALENCE (NCCLS,IDENT(13)),(NROWS,IDENT(14))
EQUIVALENCE (NIODE,IDENT (19))

C
EQUIVALENCE (NP212,KDENT(6) ), (NLIN2,KDZNT(7))
EQUIVALENCE (NCCL2U,KDENT(13)), (NR012,KDENT(14))

C
DATA NAME / ID', 'P', 'C', 'N', 'N'l, 'C', f'/

C
CALL KDPUSH('DPCNN','C')

C
C CCEC CK.DAT SLOTS

C
IF (INDAT.EQ..OTDAT2-OR-INflAT2.EQ.OTDAT2.OR.

I OTDAT.EC.OTDAT2) GO TO 9010
C

IF ( OTDAT2 .LT. 1 ) GO TO 9050
C
C
C OPEN INPUT FILE
C

CALL BDKINL(INDAT,INFIL,IlENT,1,IEV,C9998)
C

CALL CLOSE ( INDAT

C

OPEN LOW PASS FIlTER FILE
C

CALL RDKINL ( INDAT2, LPFI.L, KDENT, 1, IEV, £9998

C CHECK THAT SIZE OP INPUT FIIES
C IS THE SAME

IF 8PPL..NE.NPPL2.OR.NLIN.NE.NlIN2 ) GO TC 90230

IF (NCOLS.NE.NCOL2.OE.NROVS.NE.NEOW2 ) GO TO 9040

CI DO 1000 I=;,20
C JDENT (I) =0
1000 CONTINUE

C
C SET UP JDEIT ARRAY FOR OUTPUT IMIAGE
C

JDENT(5) = NBITS
JDENT(6) = NPPL

169



JDENT(7) BLNU4NNN(CRC
JDENT(10) NURNAM(NNAREC)+ UCS(HR)+2
JDENT (13) = COLS
JDENT (14) = NROS
JDENT(17) =1

JDEIIT(20) =1

C
C COPY DESCRIPTOR RECORDS TO OUTPUT FILE
C

CALL RP!DSC (IIDAT,INIL,OTDAT,OTPIL,JDENT,IEV,89998)
C
C CHECK '0' PLAG BEFORE GETTING NEW NUMBER
C OF RECORDS
C

NREC=NRCHKO ( NREC. IDRIT)
C
C VR.ITZ BEV NME RECORDS
C

CALL NARREC ( OTDAT, NREC, NAME, JDENT, 1EV, 69998
C
C SET UP PARAMETER RECORD
C

PARAM (1) = 1

DO 1010 1-2,20
lPAEAf (I) =0

1010 CONTINUE
C
C VRITE PARAMETER RECORD
C

CALL RDsC2O (OTDAT,JDEiTIPAAN,NEC,IEV,&9998)
C
C PUT IN THE INFORMATION FOR THE DESCRIPTOR
C RECO RD
C

PARANO() =6
PA RAM (2) = BND
PAEAN (3)=BND2

* PARAM (4) -MXNBTS
PAEAN (5) -SELECT
PAEAN (6)-BBFSZE
PA All (7) -TOTAL

* C
c WRITE OUT THE DESCRIPTOR RECORD
C

CALL RDSC2O (OTDAT,JDEIT,PARAM,IREC,IEV,&9998)

C WRITE OUT THE COMMENT DESCRIPTOR RECORDS
C

CALL CONTOR (OTDAT,JDENT,NREC,IEV,&9998)
C
C ACTUAL NUMBER CRUNCHIBG
C
c COMPUTE THE NUMBER OF BLOCKS IV
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C INPUT FILE AND THE BLOCK SIZE
C

NBLCKS = ICEIL (NL.IN, MEOWS )*.ICZIL ( NPPL, NCOLS)
BLKSZE = NBCWS*NCOLS

C
C COMPUTE POINTERS FOR WORK AREA
C

PT1 -1
PT2 = r1 + BLKSZE
PTL4 =PT2 +BLKSZE

C
C FIND OPTINAL BIT ALLOCATION
C

CALL OBITAL ( O DAT2, FILIN, OBSZE, TOTAL, 3NBTS,
1 NBLCKS, OBITAB

C
C CREATE OUTPUT FILE
C
C

DO 1110 1 1, NBLCKS
CALL SREAD ( INDIT, WOBK(PT1), BND, 1, 1, IDENT,

1 1EV, 69998)I
CALL RREAD ( INDAT2, WORK(PT2), BND2, I, 1, KDENT,

1 1EV, £9998)
CALL MVABIDL (WORK (PT1) , WOBK (PT2) , UNEAN, OVAR,

I BLKSZE
NBTS =OBITAB CI)
CALL DPCMER ( WORK(PT1), WOBK(FTI), WOHK4PT2), DIMEkN,

1 DVAR, BLKSZE, NCOLS, NETS, FEAC,
2 IST, -SELECT, ERROR)

CALL RWRITE ( OTDAT, WORK(PT4), 1, 1, 1, JDENT,
I 1EV, £9998

1110 CONTINUE
C
8000 CONTINUE

C:ALL CLOSE(INDAr)
CIL". CLOSE(INDAT2)
CALL CLOS'E(CTDAT)
CALL FDPOP
RET I EN

C
C
C

C ABNORMAL CONDITIONSI 9010 CONTt4UE
C
C LUMS ABE THE SAME
C

C 1EV =-5009
GO TO 9999

C
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9030 CONTINUE
C INPUT FILES NOT THNE SAME SIZE

C
C

iEV s -5021
GO TO 9999

C

9040 CONTINUE
C
C INPUT FILES NOT THE SIRE BICCK SIZE

C
IEV - -5023
GO TO 9999

C
9050 CONTINUE

CC ILLEGAL FILE CODE
C

IEV=-200 1
GO TO 9999

9998 CONTINUE
C

CC REID OR WRIT ERO

C
CALL CLOSE ( INDAT )
CALL CLOSE ( INDAT2 )
CALL CLOSE ( OTDAT )

9999 RETURN ERRET'
C
C

END

1
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#--dV&RDL MEAN AND VARIANCE OF A LINE OF DIFFERENCES

# IDENTIFICATION
#
# TITLE MVARDL
# AUTHOR OSCAR A. ZUNIGA
# VERSION A..01

# DATE AUGUST 31, 1978
# LANGUAGE RATFOR
# SYSTEM PDP-15
4

* PURPOSE
$

* THIS ROUTINE COMPUTES THE MEAN AND VARIANCE OF THE
# DIFFERENCE OF TWO LINES OF INTEGER DATA
4

* ENTRY POINT
#

S MVkRDL ( LINE1, LINE2, DMEAN, DVAR, NUMPPL

# ARGUMENT LISTING
#
# LINE2 INT FIRST LINE OF DATA
* LINE2 INT SECOND LINE OF DATA

# DMEAN REAL MEAN OF THE DIFFERENCE LINE
# DVAR REAl VARIANCE OF THE DIFFERENCE LINE
# NUMPPL INT NUMBER OF POINTS PER LINE
#

# ROUTINES CALLED
#
* NONE
#
4

+S

,, SUBROUTINE MVAFDL (LINE1, LINE2, DMEAN, DVAR, NUMPPL

INTEGER LINEl (NUMPPL), LINE2(NUMPPL)
REAL DMEAN, DVAR, SUM, SUM2

SUM = 0.
SUM2 = 0.

DO I = I, NUMPPL
SUN = SUM LINE1(I) - LINE2(I)

DMEAN - SUM/NUMPPL

DO I = 1, NUMPPI
SUM2 = SUM2 + (LINEI(1)-LIXE2(I)-DREAN) *2

DVAR = SUM2 / NUMPPL

RETURN
END
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C--OBITAL OPTIMAL SIT ALLOCATION
C
C IDENTIFICATION
C
C TITLE OBITAL
C AUTHOR OSCAR A. ZUNIGA
C VERSION A.01
C DATE OCTOBER 26, 1978
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C PURPOSE
C
C GIVEN THE FILE NAME OR.THE DPCE ERROR TABLE THIS
C ROUTINE RETURNS THE OPTIMAL BIT ALLOCATION TO ALL
C BLOCKS USING DYNAMIC PROGRABING.
C
C ENTRY POINT
C
C OBITAL ( INDAT, FILNE, BBFSZE, TTOTAL, NUMPOS,
C NSTAGE, ALICT )
C
C ARGUMENT LISTING
C
C IIDAT INT INPUT LOGICAL UNIT MUNEEB
C FILNh INT SEQUENTIAL FILE NANE WHERE DPCM ERROR
C TABLE IS STORED
C BBFSZE INT BIT BUFFER SIZE
C TTOTAL INT TOTAL NUMBER OF BITS TC BE ALLOCATED
C NUMPOS INT NUMBER 07 DIPIUEENT BITS THAT CAN BE
C ALLOCATED TO ANY BLOCK
C NSTAGE INT NUMBER OF BLOCKS IN THE IMAGE
C LLLCT INT ARRAY OF SIZE = NUMBER OF BLOCKS, THAT
C CONTAINS THE OPTIMAL ALICCATION TO EACH
C BLOCK
C
C ROUTINES CALLED
C
C RESALL RESOURCE ALLOCATION (USER BOUTINE)
C
C

C
C

SUBROUTINE OBITAL ( INDAT, FILN, BBFSZE, TTOTAL, NUMPOS,
I' 1 ISTAGE, ILLCT )

DOUBLE INTEGER FILNS(2)

INTEGER ALLCT(NSTAGE), TTOTAL, BBFSZE, OTTT, CTT2, OTDAT' INTEGER RPOSS(10), P(200), FNIXT(200)
REAL F(200), FNEXT(200), RVALUE(10), BC
CONRON /CONST/ PLANGE
DATA OTTT / 13 /
DATA OTDAT, OTTT, OTT2 / 14, 13, 16 /
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FLABGR 999999.

CALL PSTAT (INDAT, FXLIM,I)
I? ( I.NE.0 )GO TO 1000
VOITE (OTTT,6000) FILlIN

6000 FORMAT ( 11, AS, A4. PILO~ NOT FOUND#
RETURNl

1000 CON4TINUER

CALL SEEK (IIIDAT, MENt~
READ (INDAT) NUMPOS, NST *AGE
BC = FLOAT (TTOTA.L)/NSTAGE
CALL MIALLI( INDAT, OTDAT, F, P, ?NEXT, PNIXT, TTOTAL.

1 RPOSS, RVALIJE, NUNPOS, ALLCT, NSTIGE,
2 BBISZE, BC)

WR.ITE (0TT2,6010) ( ALLCT(1), 1 1, NSTAG!
6010 FOHNIT ( 11, 10I5

CALL CLOSE (INDAT)

RETU3RNi
END



C--RES ALL RESOURCE ALLOCATION
C
C IDENTIFICATION
C TITLE RES ALL
C AUTHOR ROBERT K HIRALICK
C VERSION 1
C DATE 10/13/78 14:26
C LANGUAGE FORTRAN IV (V44-RSX/NULTI-ACCESS)
C SYSTEM PDP-15
C SITE RSL-CRINC
C UNIVERSITY OF KANSAS,
C .2291 IRVING HILL DRIVE,
C LAWRENCE, KANSAS 66045.
C (913) -864-4&836
C
C UPDATE # 1
C
C AUTHOR OSCAR A. ZUNIGA
C DATE DECEMBER 3, 1978
C VERSION B.01
C LANGUAGE FORTRAN IV
C PURPOSE MODIFIED TO ALLOW BIT BUFFER HANDLING.
C TWO PARAMETERS HAVE BEEN ADDED TO THE
C .ARGUMENT LIST: THE BUFFER SIZE ( BBFSZE )
C AND THE CHANNEL CAPACITY ( 9C ).
C
C PURPOSE
C
C THIS SUBROUTINE ASSUMES THERE IS AN INPUT PILE ON UNIT
C IN WHICH CONTAINS THE ALLOCATICN AND RESOURCE TABLES FOR
C EACH STAGE. IT RETURNS TOE ALLOCATION WHICH MINIMIZES THE
C RESOURCE VALU2S
C
C ENTRY POINT
C
C RESALL (I.,OT,F,P,FNEXT,PNEXTTOTAL,BPOSS,RVAL3E,NUMPOS,
C ALLCT,NSTAGE, BBFSZE, BC)
C
C ARGUMENT LISTING
C
C IN INT LOGICAL UNIT FOR STAGE ALLOCATION AND
C RESOURCE TABLES
C OT IT LOGICAL UNIT FOR TEMPORARY TABLE
C I REAL PREVIOUS CCLUMNIS RESOURCE VALUES
C P INT PREVIOUS COLUMN'S ALLOCATIONS
C FNEXT REAL NEXT COLUMN'S RESOURCE VALUIS
C PNEXT INT NEXT COLUMNIS ALLOCATIONS
C TOTAL INT TOTAL ALLOCATION POSSIBLE FOR ALL THE
C STAGES
C RPOSS INT ALLOCATION TABLE FOR A STAGE
C RVALUE REAL RESOURCE VALUES FOR I STAGE
C NUMPOS INT NUMBER OF POSSIBLE ALLOCATION VALUES FOR A
C STAGE
C ALLCT INT OPTIMAL ALLOCATION TABLE FCR ALL STAGES
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C NSTAGE INT MNBER OF STAGES

B C INT CHANNEL CAPACITY
C
C HARDWARE REQUIRED
C
C NOTHING SPECIAL
C
C ROUTINES CALLED
C
C

C NUJPOS,ALICT,NSTAGE,BEESZE,EC)

INTEGER TOTAL, P(TOTAL),*PUEXT (TOTAL) DEPOSE (NUNPOS)

INTEGER ALLCT (NSTAGE)
INTEGER TTOTL,OT,TMIX,TMNI,.BBPSZE

DATA FIl.NM/'TEMPR*,'FLlf/
C
C DEFINE A TEMPORARY RANDCa FILE

C

C READ IN THE ALLOCATION IND RESOURCEVAU
C TABLES FOR THIS STAGE
C

BEAD (IN) (EPOSS Il),UL=1,NUMPOS)
BEAD (IN) (RVALUE (L) , L=1, NUMPOS)

C
C INITIALIZE THE FIRST COLUMN
C

CALL PRSTCL(F>P.TOTAL,POSS,VALUENU'POS)
C
C WRITE THE FIRST COLUMN OUT
C

WRITE(OT #1) (P(L),L-1,TOT&L)
C

DO 2 N=2,NSTAGE

C READ IN THE ALLOCATION AND RESOURCE VALUE
C TABLES FOR THE NEXT STAGE
C

READ(IN) (RPOSS(L) ,L-1,NUSPCS)
EEAD(IN) (RVALUE(L) ,Linl,NUNPOS)

C
£ ThXaI (BBFSZE41)/2 + ( N - 1 )*BC

TMIN - - (BBFSZE+)/2 + ( N - 1 )*BC 4.9

O TMAX = NINO ( TNAXv TOTAL)
* TSIN M AIO ( TSIN, 0

C

177



C GEMNATE THE NEXT? COLUMN

CALL MEZTCL(FTOTAL#IPOeBgEooS1zTPEu
1 THAI.T3IN)

C
DO 3 jsl,TOTAL

3 F (J) -FN EXT (J)
C
C WRITE THIS COLUMN OUT
C

WHITE(OT#N) (PVRIT (L).,Lu-1TOTA.L)
2 CONTINUE

C
C FIND THE SMALLEST RESOURCE VALUE

C
TTOTAL-1
PSnLLF-N X'?(1)
DO 4 I=1,TOT1L
IF(PNEXT(I).GE..?SNALL.) GO TO 4
PSIMkLL-FNEXT (1)
TTO TALI

L& CONTINUE
C
C BACESOLVE
C
C

DO 5 1-1,NST&GE
IuNSTAGE 1 -I
READ(OTII) (P(L) ,L-l,TOTAL)
ALICT (N) xP (TTOTAL)
TTOTAL-TTOTAL-ALLCT (N)

5 CONTINUE
C

CALL DLETE (OTJILNN)
C
C

* RETURN
* t END
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C--FRSTCL INITIALIZE
C
C IDENTIFICATION
C TITLE FRSTCL
C AUTHOR ROBERT 5 HARILICK
C VERSION 1
C DATE 10/13/78 13:03
C LANGUAGE FORTRAN IV (V44-RSX/BULTI-iCCESS)
C SYSTEM PDP-15
C SITE RSL-CRISC
C UNIVERSITY OF KANSAS,
C 2291 IRVING BILL DRIVE,
C LAIRENCE, KANSAS 66045.
C (9 13) -864-4836
C
C PURPOSE
C
C INITIALIZE THE FIRST COLUMN O7 THE RESOURCE ALLOCATION
C TABLES.
C
C ENTRY POINT
C
C FESTCL(F,P,TOTAI,RPOSS,RVALUE,NUMPOS)
C
C ARGUMENT LISTING
C
C F REAL COLUMN OF RESOURCE VALUES
C p INT COLUMN OF A-LLOCATIONS
C TOTAL INT THE MAXIMUM TOTAL RESOURCE ALLOCATION
C RPOSS INT POSSIBLE RESOURCE ALLOCATIONS FOR THE. FIRST
C STAGE
C RYLlUE REAL VALUES OF ALLOCATED RESOURCES FOR THE FIRST
C STAGE
C NUMPOS INT NUMBER OF PCSSIELE RESOURCE ALLOCATIONS FOR
C THE FIRST STAGE
C
C HARDWARE REQUIRED
C
C NOTHING SPECIAL
C
C ROUTINES CALLEDi~i c
c
C

C

SUBROUTINE FRSTCL(FP,TOTAL,RPCSS,BVALUE,NUMIPOS)

C INTEGER PMIE,TOTAL,RPCSS(NUMPOS) ,P (TOTAL)

C
DO 1 I=1,TOTAL
F (I) FLARGE
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P (1) AO
1 CONTINUE

C
DO 2 Ia1,NURPOS

C
PHtIN-V&LUE (1)
pfIN=RPOSS (1)

C
DO 3 J=1,UPOS
Ir(RtpOSS(J).G'7.RPOSS(Il)) GO TO 3

1I (?SIN. LT. RVLLUE(J)) Go TO .3

plzs=RhLLUE (W)
P1BIN-RPOSS (3)

3 CONTINUE
C

IISRPOSS (1)
?(II)?EAIN
P(II)-PmIN

2 CONTINUE
C

RETURN
END
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C--NETCL BUILD NEXT COLUMN
C
C IDENTIFICATION
C TITLE NEZTCL
C AUTHOR ROBERT 8 BARILICK
C VERSION I
C DATE 10/13/78 13:49
C LANGUAGE FORTRAN IV (V74-RSX/NULTI-ACCESS)
C SYSTEE PDP-15
C SITE RSL-CRINC
C UNIVERSITY OF KANSAS,
C 2291 IRVING HILL DRIVE,
C LAWRENCE, KANSAS 66045.
C (913) -864--4836
C
C UPDATE # 1
C
C AUTHOR OSCAR A. ZURIGA
C DATE DECEMBER 3, 1978
C VERSION B.01
C LANGUAGE FORTRAN IV
C PURPOSE MODIFIED TO ALLOW BUFFER HANDLING.
C TWO PARAMETERS HAVE BEEN ACD!D TO
C THE ARGUMENT LIST: THE UPPER CONS-
C TRAINT ( T3AI ) TO PREVENT BUFFER
C OVERFLOW &HE THE LOWER CONSTRAINT
C ( TMIN ) TO PREVENT BUFFER UNDER-
C FLOW
c
C PURPOSE
C
C THIS SUBROUTINE TAKES IN THE PREVIOUS RESOURCE VALUE COLUMN
C AND TH. ALLOCATION AND RESOURCE TABLES FOR THE CURRENT STAGE
C AND IT CREATES THE ALLOCATION AND RESOURCE VALUE COLUBNS
C FOR THE CURRENT STAGE.
C
C ENTRY POINT
C
C NEZTCL(F,TOTAL,RPOSS,RVALUE,NU[POS,FNEXT,PNEXT,
C THAX,TMIN)
C
C ARGUMENT LISTING
C
C F REAL PREVIOUS RESOURCE VALUE COLUMN
C TOTAL INT NUMBER OF PCSSIBLE ALLOCATICNS
C RPOSS INT TABLE OF POSSIBLE ALLOCATIONS FOR THE
C CURRENT STAGE
C RVALUE REAL CORRESPONDING TABLE OF VALUES RESULTING
C FRON RESOURCE ALLOCATIONS IN RPOSS
C NUMPOS TNT BNUBER Of POSSIBLE ALLOCATIONS FOR THE
C CURRENT STAGE
C FNEXT REAL RESOURCE VALUE COLUMN CREATED AT THIS STAGE
C PNET INT RESOURCE ALLOCATION COLUMN CREATED AT THIS
C STAGE
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C THAI INT UPPER CONSTRAINT; THE TOTAL MAXIMUM RESOURCES
C TO BE ALLOCATED TO ALL THS STAGES PREVIOUS
C TO THE CURRENT ONE
C THIN INT LOVER CONSTRAINT
C
C HARDWARE REQUIRED
C

C NOTHING SPECIAL
C
C ALGORITHH

C
C THIS SUBROUTINE*DOES ONE STAGE OF DYNAMIC ERCGRAMNING
C
C ROUTINES CALLED
C
C
C

SUBROUTINE NEITCL(FTOTALERPOSSRVALUE,NUMCS,FNEXTPNEXT,
1 TMAX,TMIN)

C
INTEGER TEST, PMIN,TOTAL,RPOSS(NMPOS),PNEZT(NUMPOS)
INTEGER THAI, THIN
REAL F(TOTAL) ,RVALUE(NUMPOS) ,?NEXT (TOTAL)

C
COMMON /CONST/ TLARGE

C
C DETERMINE EACH ENTR! IN THE FNEXT AND
C PNEXT COLOUB OF THE ALICCATION TABLE
C

DO 5 I=l,TOTAIL
FMIN-FLARGE
PHIN0

C
C GC THROUGH ALL POSSIBLE ALLOCATIONS

C
C DO 3 J=1,NUHPOS

C IF AN AILOCATION IS GREAITER THAN THE
C TOTAL ALIOVED, THERE IS NO HOE

IF(RPOSS(J).GE.I) GO TO 3
C
C WE TRY AN ALLOCATION OF RPOSS(J) TO
C CURRENT STAGE
C
C THIS LEAVES AN ALLOCATICN OF I-RPOSS(J)
C TO THE PREVIOUS STAGES

C
TESTmI-RPOSS (N)

~c
IF ( TEST.GT.TMAX ) GO TO 3
IF ( TEST.LT.TMIN ) GO TO 3
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C
VALUEP=F (TEST)

C
C IF THE ALLOCATION OF TEST WAS POSSIBLE
C FOR THE PREVIOUS STAGES, VALUEP WILL
C NOT BE EQUAL TO LIEGE
C

IF(VALUEP.EQ.°LARGE) GO TO 3
C
C ALLOCATION OF RPOSS() T0 CURRENT STAGE
C AND TEST TO SUM OF ALL PREVIOUS STAGES
C IS OK. THE RESULTING VALUE OF THIS
C ALLOCATION IS
C

GMIE=RVALUE (J) +VALQEP
C
.C COMPARE THIS VALUE TO THE BEST
C PREVIOUS TRY
C

IP(FMIN.LT.GMIN) GO TO 3
C
C IT IS BETTZR
C

FMIN=GMIN
PMIN=RPOSS (J)

3 CONTINUE
C

FNEXT (I) =FMIN
PNEXT (I) =Pll

5 CONTINUE
C

RETURN
END
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#-DPCOER DPCM DATA CONPRESSICN ERROR

# IDENTIFICATION

8 TITLE DPCSER
# AUTHOR OSCAR A. ZUNIGA
* DATE AUGUST 15, 1978
# LANGUAGE RATIOR ( VI/RATOR V2A003
4 SYSTEM PDP - 15

SITE RSL - CRINC
UNIVERSITY OF KANSAS

# 2291 IRVING HILL DRIVE
# LAWRENCE, KANSAS 66045
# (913) -864-4836

# PURPOSE

THIS SUBROUTINE QUANTIZES A BLOCK OF DATA USING A
* MAX QUANTIZER AND GENERATES THE CORRESPONDING QUAN-
* TIZATION TABLE. A DPCM COMPRESSION IS THEN APPLIED
8 TO THE INPUT BLOCK GENERATING AS A RESULT A BLOCK
# OF OUTPUT. FINALLY THE RES ERROR BETWEEN INPUT AND
f OUTPUT BLOCKS IS COMPUTED.

ENTRY POINT

CALL DPCMER ( LHIN, LNOUT, LILPF, LNREAN, LNVAR,
# NUMPPL, NCOLS, NBITS, FRAC, lST,
8 SELECT, ERROR )

8 ARGUMENT LIST

# LNIN INT 1-D ARRAY 01 SIZE tNU!PPL' TO
# STORE THE INPUT BLOCK OF DATA
8 LROUT TNT 1-D ARRAY OF SIZE INUHPPL' TO
# STORE THE OUTPUT BLOCK OF CATA
# LNLPF INT 1-D ARRAY 01 SIZE *NUMPPL' TO
# STORE THE CONVOLUTED ( LOW PASS FILTERED )
# BLOCK OF DATA USED AS A PREDICTOR FOR
# THE INPUT BLOCK.
# LIMEAN REAL THE BEAN OF THE DPCM CORRECTICNS
# LNVAR REAL THE VARIANCE OP THE DPCH CONRECTIONS
# NUMPPL INT THE SIZE OF TE BLOCKS
# ICOLS INT THE NUMBER OF COLUMNS IN A BLOCK
# OR SUBIMAG!
# 8BITS INT THE NUMBER OF HITS USED FOB QUAN-
8 TIZATION
s FRAC REAL THE FRACTION OF STANDARD DEVIATION
# THAT RANGE OF DITHER SHOULD BE ( FOR
# 2-D DECH )
# IST DINT THE SEED FOR RANDOM NUMBER GENERATION
# SELECT INT USED TO SELECT DPCM TECHNIQUE
# ( 2- 9)
# ERROR INT THE BMS ERROR BETWEEN INPUT AND
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* OUTPUT BLOCKS
4
* HARDWARE REQUIRED
8

S PDP - 15
8

* SUBROUTINES CALLED
8

Q QTZSAN QUANTIZ. END POINTS 6 MEANS USER LIBRARY
# DPC92L 2-DIEZNSIONAL DPCH USER LIBRARY
s DPCMXX MODIPIED DPCB ( 2-D DPCN USER LIBRARY
# USING FUTURE VALUES FROM
# CONVOLUTED IMAGE )
# RSERE RMS ERROR USER LIBRARY
8

SUBROUTINE DPCMER ( LEI, LHOUT, LNLPF, LNMEAN, LNVAR,
NUMPPL, NCOLS, NBITS, FRAC, IST,
SELECT, ERROR

# TYPE STATEMENTS
4

IMPLICIT INTEGER ( A - Z )
DOUBLE INTEGER IST
INTEGER LNIN(NUPPL), LNOUT(NUMPPL), LNLPP(NUMPPL)
INTEGER QTkELE(512)
INTEGER WGTS2(4), WGTS4(4), WGTS6(4), IGTS8(4)
INTEGER WGTS53,3), WGTS7(3,3)
REAL QENDS(65), QMEANS(64), ERROR, LNMEAN, LNVAR
REAL RANGE, FRAC, SQ8T
DATA MAX /255/
DATA WGTS2 /4*1/
DATA WGTS4 / 49, 49, 70, 70 /
DATA WGTS5./100,70, 100,70,49,70,100,70,100/
DATA GGTS6 / -1, 0, 1, 2 /
DATA WGTS7 / 9*1 /
DATA WGTS8 / -7, 6, 20, 35 /

INITIALIZATIONS

NLETLS = 2**NBITS

# 8 COMPUTE THE END POINTS AIND MEANS USING
SMSAX QUANTIZER

8
CALL QTZSAN ( LYNEAN, LNVAR, NBITS, QENDS, ,CNEANS

QENDS(1) -MX - 1
QENDS(NLEVLS.1) MAX
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0 COMPUTE SIZE OF QUANTIZINGTAL

UTABLE -2*BAX + 1

COPT TR QUANTIZING TABLE

SS

LOVR14D - QENDS (J) + MAX * 2
UPPEND - QZIDS(J.1) + SAX + 1
FOR ( I - LOVEND; I <- PPND; I - I + 1

QTkBLE(I) -IONO(QMERS(J))
S)

# S)

# COMPUTE TSR LIVE O1 OUTPUT
#

IF (SELECT 23 )SELECT - 7
IF (SELECT -9) SELECT 5

SS

LNOtJT(I) LNII(I)
3)

* RANGE - FRAC*SQRT(LNVIR)

NXTLY 2*VCOIS + 1
FSTLN - COLS + 1
LSTLN - NUMPPL - COLS + 1

IF (SELEC1'==2 ISEIECT-43 SELECT6 ISELECT--8)
TOR (CORLN FSTLH; CURLS <= LSTTIl;

CUILN a CURLN + NCOLS)

12 SELECT-2)
CALL DPCI12L ( LNII(CURI), Nw PL LIOUT (FRYLN),

LNOUT(CURLN), QTABLE, STABLE, MAX,
SINGE, IST, VGTS2, YGEN, MSED

IF ( SRLECT-4 )
CALL DPC52L ( LNIN(CIJHLI), NMPPL, LIOUT(PBVLN),

LNOUT(CURLN), QTADLE, ITABLI, MAX,
RANGE, IS?, WGTS4, RIN, NOSED)

IF ( SELICT-6 )
CALL DPCM2L ( LNI(CUILN), NUMPPL, LNOOT(PRVLI),

LUOUT(CUBLN), OTABLE, NIBLE, MAX,
RANGE, IST. UGTS6, NGEN, NOSED)

IF ( SELECT-8)
CALL DPCH2L C NIN(CURLI), HUMPPL, LNOOT(PVVLN),

LNOUT(CURLN), QTABLE, ITABLI, MAX,
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RANGE, IS'!, IIGTS8, SGEN, MUSID)
PRVLS CURLY

IF (SELECT--5 I SELECT- 7
FOR (CURLN a FSTLM; CURLSI <= LSTLN;

CURLY CURBLY + NCOLS)

I.? (SELECT-5
CALL 0PCMXX*( LNIN(CIJRLN), NUflPPL, LNLPP(CURLN),

L.VLPF (NXTLIN), LNOIT (PRVLN) , LNOUT (CURLS)
QTABLE, STABLE, MAX, RANGE, IST, WGTS5,
YGEN, NOSED)

11 ( SELECT-7
CA-LL DPCMZZ ( LBIN(CURLH), NUMPPL, LNLPP(CURLN),

LILPF (JirLN) ,LN-OUT (PBVLE) , LNQJT (CURLS)
Q'TABLZ, STABLE, MAX, RkNG?, IST, VGTS7,
NGEN, NOSED

PRVLS CURIE
NXTLS = NI'!LS + NCOLS
NXTLN = NINO ( SNULS, LSTI.N

# COMPUTE THE RMS ERROR

CALL RMSERR LEIN, LHOUT, NUMPPL, EBRO&

RETURN

END
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C--QTZSAN MAX QUANTIZATION END POINTS AND MEANS
tC

C IDENTIFICATION

C
C TITLE QTZSAH
C AUTHOR SAS SHAM UGAN
C VERSION 1.01
C DATE OCTOBER 6, 1973
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C UPDATE # 1

C
C AUTHOR OSCAR A. ZUNIGA
C DATE NOVEMBER 7, 1978
C VERSION B.01
C LANGUAGE FORTRAN IV
C PURPOSE DOCUMENTATION CHANGED TO SYSTEM
C STANDARDS.
C
C PURPOSE
C
C GIVEN THE NUMBER OF BITS, THIS ROUTINE RETURNS THE UPPER
C BOUNDARIES AND THE MEANS OF A MAX QUANTIZER.
C
C ENTRY POINT
C
C QTZSAA ( XDMEAN, XDVAR, NBIT, QENDS, QMEANS )
C
C ARGUMENT LISTING
C
C XDBEAN REAL BEAN OF THE DISTRIBUTION
C IDV&R REAL VARIANCE OF THE DISTRIEUTION
C NBIT INT NUMBER OF BITS AVAILABLE ( < 6 )
C QENDS REAL THE 2**NBIT.l END POINTS
C QMEINS REAL THE 2**NBIT MEANS
C
C kLGORITHM
C
C LET X(1), X(2),.., X(N +), AND Y(1),oo., Y(N) BE THE
C THE QUANTIZER END POINTS AND BEANS, IE. IF THE VIBIA-
C BLE BEING QUANTIZED HAS A VALUE IN THE RANGE OF X(J)
C TO X(J 1), THEN THE QUANTIZEB OUTPUT VILL El EQUAL
C TO Y(J). THE FIRST AND LAST END POINTS ARE USUALLY
C CHOSEN TO BE - AND + INFINITE RESPECTIVELY. THE REMAI-
C RING X(J)'S AND Y(J)'S ARE CHOSEN BY MINI.IZING THE
C MEAN SQUARE ERROR.
C
C D E ( (IIN-XOUT)**2)
C
C WHERE E STANDS FOR THE EXPECTED VALUE, XIN IS THE IN-
C PUT TO THE QUANTIZER, AND IOUT IS THE OUTPUT OF THE

C QUANTIZER. THE SOLUTION TO THIS PROBLEM IS GIVEN BY:
C
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PC (1) Y(J)2*(J) - Y(-1) J. 2, 3,;..., N
C
C (2) INTEGRAL ( (Z-Y(J))**2*P(Z))= 0, J =2,.,N
C

C P(-) IS THE PROBABILITY DENSITY FUNCTION OF THE INPUT
C SIGNAL. EGUATIONS 1 AND 2 ARE VALID FOR ANY EISTRIBUT-
C ION. FOR NORMAL(0,1) DISTRIBUTION THE VALUES OF THE
C ENDPOINTS AND MEANS ARE SHOWN TABULATED IN REFERENCES
C 1 AND 2.. THIS SUBROUTINE USES THESE TABLES.
C
C ROUTINES CALLED
C
C SON?
C
C REMARKS
C
C REFERENCES:
C 1. J. MAX, QUANTIZING FOR MINIMUM DISTORTION, IEEE
C TRANSACTIONS ON INFORMATION THEORY, 1960, PP 7-13.
C 2. P. A. WINTZ AND A. J. KURTENBACH, ANALYSYS OF PCM
C TELEMETRY SYSTEMS, PURDUE UNIVERSITY TECH. REPORT,
C TR-EE--67--19, DEC 1967.
C
C

C
C

SUBROUTINE QTZSAM (XDMEAN,XDVAR,NBIT,QENDS,Q MEANS)
C
C SET UP ARRAYS AND TABLES
C

DIMENSION X1(1),Y1(1),X2(2),Y2(2)
DIMENSION 13(4) ,Y3(4),X4(8),Y4(8),X5(16) ,Y5(16)
DIMENSION X6(32) ,Y6(32),17(64),7(64),18(128),Y8(128)
DIMENSION QENDS(65),QMEANS(64)

C
C

DATA Xl/0.0/,YI/0.7980/
DATA 12/0.0,0.9816/,Y2/0.4528,1.510/

C
DATA X3/0.0,0.5006,1.050,1.748/,Y3/0.2451,0.7560,1.34',2.152/

C
DATA X/0.0,0.2582,0.5224,0.7996,1.099,1.&37,1.844,

*2.401/
DATA Y4/0.1284,0.3881,0.6568,0.9424,1.256,1.618,

CI '2.069,2.733/
C

DATA X5/0.0,0.1320,0.2648,0.3991,0.5351,0.6761,0.8210,
*0.9718,1.130,1.299,1.482,1.682,1.908,2.174,2.505,2.977/,
* Y5/0.0659,0. 1981,0.3314,0.4668,0.6050,0.7473,0.8947,
*1.049,1.212,1.387,1. 577, 1.788,2. 029, 2.319,2.692,3.263/

C

C COMPUTE THE STANDARD DEVIATION
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NIIFPLOAT (2*311)
S TEPs6. 0/N N I

C
C PICK UP THE APPROPRIATE ENTRIES FROM THE
C TABLES AND STICK TIHEM INl CENDS QYD QMZAYS
C ADJUST FOR MEAN IND ATANDAED DEVIATION.
C

DO 10 1=1,13
GO TO ( 1,2, 3. ,5, 6,7) , BIT

1 vNI=NI
QZNDS (NNI) -X 1 (I) *XSD+XDIMEAN
QMNEA S (N 31) -1 1I) * XSD+XDME AN
-GO TO 9

2 NNI=NN+I
QEIIDS (N WI) -12 (I) *XSD+XDREAS
QHZANS (MNI) -Y2 (1) *XSD+IDMEAX

GO TO 9
23 NNI=NN*I

QENDS (MM I) =13 (1) *XSD+XDMIN
QMANS (NN) -Y3 (1) *XSD+XDBEAN

GO TO 9

QENDS (NNI) a-14 (1) *XSDZD NEA N
QuEAS (NNI) -ll4 (I) *SDXDMZAN

GO TO 9
5 NNI=SN+I

QENDS (MNI) =5 X(I) *ISDeZDIEAN
QNEANS (NNI) -Y5 (I) *ZSD+XDEAN

GO TO 9
6 NNI=NNMI

ZEDS (NN) a(I-1)*STEP*XSD+XDREAN
QNEANS (Nil!) z (1-0. 5) *STEP*XSD4XIMEAN

GO TO 9
7 NNI-N=N+I

QENDS (NM!) =17 (I) *XSD+XDMEZIN
QIEANS (N~l) .17 (I) *SD+XDIEAN

GO TO 9
8 NNI=mM+I

QEIIDS (VNil1) -X18(1) *XSD 4XDMEA N
QMES (MNI) -8 (I) *lSD.IDMEAN

9 CONTINUE
C

10 CONTINUE

C SET UP END POINTS AND MEANS ON THE LOWER
c SIDE OF THE MEAM.
C

RonaN N-l
r nIDNN+ I

of C
DO 12 Ial,NNM
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C
N 1=NMID*I
N2=NM If-I

QZNDS(N2)uCEIIDS(fil)*(-1.0) + 2.0 *QEDS N1lIID)

12 CONTINUE
C
C FIRST AND LAST END POINTS IRE -AND

CI IMPINITY RESPECTIVELY)
C

QENDS (1) -0. 1 E+6
QENDS (NNN) =0. E.6

C
DO 13 1-1,091

C
11-MEN-I
QMZANS (I)=Qd11S (Ill *(-1.0) *2.0 *QENDS (NMID

C
13 CONTINUE

C
RETURN
END
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C-DPCM1L ONE DINENSIONAL DPCM
C
C IDENTIFICATION
C
C TITLE DPCfhIL
C AUTHOR ROBERT If. HARALICK
C VERSION &.02
C DATE MARCH 1977
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C PURPOSE
C
C THIS SUBROUTINE INPUTS ONE LINE 0 DATA AND DOES A
C SIMPLE FIRST ORDER PREDICTOR ONE DIMENSIONAL CPCB.
C
C ENTRY POINT
C
C DPCNIL ( LNIN, NUMPPL, LNOUT, QTABLE, NTABLI, MAX,
C NGEN, NUSED)

C ARGUMENT LISTING

C LNIN INT INPUT LINE

C NUMPPL INT DIMENSION OF INPUT LINE
C LNOUT INT OUTPUT LIVE
C QTABLE INT QUANTIZING TABLE
C NTABLE INT DIMENSION OF QUANTIZING TABLE
C mAX INT MAXIMUM VALUE 07 DATA
C NGEN INT NUMBER OF OUTPUT RECORDS GENERATED (=1)
C NUSED INT NUMBER CF INPUT RECORDS USED (=1)
C
C ROUTINES CALLED
C
C NONE
C
C

C
C

SUBROUTINE -PCMIL( LIIN, NUMPPL, LNOUT, QTIELE, NTABLE,
2 MAX, NGEN, NUSED

C
INTEGER LNIN(NUBPPL),LNOUT(NUIPEL),QTABLE(NTABLE)

C

LNOUT (1) LNIN (1)
C

DO 1 I=2,81IMPPL
IDIF'LNIN (I) -LNOUT (I-1) +NAXI
LNOUT (I) "QTABLE (IDIP) +LNOUT (T-1)
LNOUT(I) -AX0 ( 0, LNCUT(I) )

1 CONTINUE
C
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NGEN1l
NUSED 1

RETURN
END
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C--DPCM2L TWO DIMENSIONAL DPCM
C
C IDENTIFICATION
C
C TITLE DPCE2L
C AUTHOR ROBERT . BARALICK
C VERSION A.01
C DATE MARCH 1977
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C UPDATE # 1
C
C AUTHOR OSCAR A. ZUNIGA
C DATE OCTOBER 10, 1978
C VERSION B.01
C LANGUAGE FORTRAN IV
C PURPOSE THE ARRAY WT HAS BEEN ADDED TO THE
C ARGUMENT LIST TO COMPUTE TOE DPCM
C PREDICTOR USING A WEIETEr AVERAGE
C
C PURPOSE
C
C THIS SUBROUTINE IMPLEMENTS A SIMPLE TWO DIMENSIONAL
C LINEAR FOURTH CRDER DPCd FOE A LINE OF DATA
C
C ENTRY POINT
C
C DPCH21 ( LNIN, NUMPPL, LNPOUT, LNOUT, CTABLE, NTABLE,
C MAX, RANGE, IST, WT, NGEN, MUSED )
C
C ARGUMENT LISTING
C
C LNIN INT INPUT LINE OF DATA
C NUMPPL INT NUMBER CF VALUES IN INPUT LINE
C LNPOUT INT PREVIOUS OUTPUT LINE
C LNOUT INT CURRENT OUTPUT LINE
C QTABLE INT QUANTIZING TABLE
C QTABLE(IDIF) GIVES THE RECCNSTRUCTED
C VALUE FOR ANY DIFFERENCE OF VALUE IDIF
C NTABLE INT LENGTH OF QUANTIZING TABLE
C MAX INT MAXIMUS VALUE OF AN INPUT
C RANGE REAL RANGE OF UNIFORMLY DISTRIBUTED DITHER
C IST DINT RANDC3 NUMBER GENERATOR SEED
C VT INT WEIGHTS FOR COMPUTING PRECICTOR
C NGEN INT NUMBER OF OUTPUT RECORDS GENERATED
C NUSED INT NUMBER CF INPUT RECORDS USED
C
C INTERNAL VARIABLES

C IPRED INT PREDICTED VALUE, COMPUTED FROM SUM OF
C THE FOUD NEAREST NEIGHECBS ABOVE AND TO
C THE LEFT OF THE CURRENT (C,D,E,R) :
C
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C A B C D I F . . . (PREVIOUS LINE
C P Q R S (CURRENT LINE, COL 5
C
C ROUTINES CALLED
C
C MAXO MAXIMlUM OF A SET OF INITEGERS (SYSTEM~
C IROUND ROUND OFF TO NEAREST INTEGER (USER)
C MINO M1INIMUM1 OF A SET OF INTEGERS (SYSTEM
C RCM UNIFORM RANDOI NUMBER GENERATOR (SYSTEM
C
C

c * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * s * * * *
C

SUBROUTINE DPCM2I.( LNI1N. NONPPL, LNPOUT, lHoaT, QTABLE,
2 NTIBLE, M&XEANGE,IST, WT,NGEN, NUSED

C
DOUBLE INTEGER 1ST
INTEGER LNIN(NUNfPPL) ,LNPOUT(NUMiPPL) ,LNOOT(NUMPPL)
INTEGER QTABLE(NTABLE), iT(4), DPCSUM

C
NRfILZF = WT (1) -+ WT (2) + WT (3) + 4' 4
IRND = NRMLZ2F/2

C
MIAX1= 1.'AX
LNOUT (1) =LNIN (1)

C
DO 1 I=2,NUMIPPL
DITHER= (RCS (IST)-. 5) *RANGE
IDTHB=IROUND (DITHER)
J=MINO (1*19 NUMPPL)
DPCSUMf=LN POUT (I-i) 'VT (1) .LNPOUT (I) *VT (2) .LNPOUT (J) WT (3) 4

1 LNOUT (1-1) *WT (4)
IPRED= (DPCSU21*IRND)/NRMZIEz
IDIF=LNIN (I) -IPRED.MAX1.+IDTHR
IDIFMfAXO (IDlY, 1)
IDIF=MINO (IDlY, NT&BLE)
LNOUT (I)=IPRED+QTABLE (IDIF) -IDTHR
LNOUT (I) -MAXO (LNOJT (1) 0OJ

1 CONTINUE

NGEN =1

NUSED 1
C

RETURN
END
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C--DPCIX KODUIIED DPCM
C
C IDENTIFICATION
C
C TITLE DPCNXX
C AUTHOR GE MONIAGHIN
C VERSION A.01
C DATE MARCH 31, 1977
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C PURPOSE
C
C THIS SUBROUTINE FORMS A PREDICTOR PRON THE YOUR
C NEAREST PREVIOUS DPCM VALUES PLUS THE FIVE REM-
C AIRING NEAREST LOW PASS FLTERED VALUES.
C
C ENTRY POINT
C
C DPCMXX ( LNIN, NUMPPL, LNLPP, LNXTLP, LNPOUT, LNOUT,
C QTABLE, NTABLE, MAX, RANGE, IST, WT, NGEN,
C NUSED )
C
C ARGUMENT LISTING
C
C LNIN INT INPUT LINE OF DATA
C NUMPPL INT NUMBER C? PCINT PER INPUT/OUTPUT LINE
C LNLPF INT CURRENT LOW PASS FILTERED LINE
C LNXTLP INT NEXT LOW PASS FILTERED LINE
C LNPOUT INT PREVIOUS OUTPUT LINE
C LNOUT INT CURRENT OUTPUT LINE
C QTABLE INT QUANTIZING TABLE
C QTABLE(IDI) GIVES THE RECONSTRUCTED VALUE
C FOR ANY DIFFERENCE OF VALUE IDIF
C NTABLE INT DIMENSION OF QTABLE
C MAX INT MAXIMUM VALUE OF ANY INPUT LINE
C RANGE REAL RANGE OF DITHER
C IST DINT SEED OF RANDOM NUMBER GENERATOR
C UT INT 313 ARRAY OF WEIGHTS TC USE WHEN SUMMING
C PREVIOUS DPCM'D AND NEXT DATA POINTS WITH
C CURRENT DATA POINT
C NGEN INT NUMBER OF OUTPUT RECORDS GENERATED (=l)
C NUSED INT NUMBER OF INPUT RECORDS USED (=1)
c
C INTERNAL VARIABLES
C
C DPCSUB INT WEIGHTED SUM OF 3 NEAREST NEIGHBORS ON
C PREVIOUS DPCM LINE
C ITSUR INT WEIGHTED SUM OP LAST DPCM, CURRENT AND
C NEXT INPUT POINTS

I' C NXTSUM INT WEIGHTED SUN Of 3 NEAREST NEIGHBORS ON
C NEXT INPUT LINE
C IPRED INT PREDICTED VALUE, COMPUTED FROM DPCSUM+
C ITSUM+NITSUM
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C
C ROUTINES CALLED

C NINO 91150 OF A SET OP INTEGERS (SYSTEM)
C MAXO MAXIMUM OF A SET OF INTEGERS (SYSTEM)
C IROUND ROUND OF? TO NEIRES'T INTEGER (USER)
C RCLI UNIFORM RANDOM NUMBER GENERATOR (SYSTEM)
C
C

c**********************************
C

SUBROUTINE C;PCMXX ( LNIN, NUNPPL, L1ELP?. LNXTLP, LNPOUT,
2 LNOUT, QTABLE, KTABLE, MAX, RANGE,

3 IST, WT, NGEN, MUSED)

DOUBLE INTEGER 1ST
INTEGEE LNOUT (NOZPPL), CTABLE (NTABLE), LNLIP (NUMPPL)
INTEGER LNIN (NO NPPL), LNXTLP (NUMPPL), LSPOUT (NUl PPL)
INTEGER VT ( 3, 3 ), DPCSUN

C
1 AXP1 = MAX + 1

C-- NNPLM1 = NUMPPL - 1
NRMLZ! 0

C
DO 1 1=1,3
DO 1 J=1,3
NRilZ.F = NRMLZF + UT(I,3)

1 CONTINUE
C

IRND =NRMLZF/2
C
C DO 1ST AND LAST DPCMIS SPECIALLY
C

LNOUT(1) =LNIN(l)
C-- LSOUT(NtJMPPL) = LNIN(NamnPPL
C
c NOW DO THE REST OF TSE LINE
C

DO 1000 I=2,NUM PPL
C

IP1 NINO ( 1+1, NUMPPL
C

DITHER=(RCM (IST)-.5j*RANGE
IDTHR=IROUND (DITHER)

C
DPCSUM- LNPOUT(I51)*WT(1.1) *LlIPCT(I)*VT(1,2)+

2 LNPOUT (IP 1)*VT (1, 3)
I" ~ITSUH LNOO'T (Ii) *WT (2,1) + LBLPF (I) iT (2.2)4

2 LNLPF(IP1) *1T(2,3)
NITSUM -LNXTLP(IM1i)*VT(3,I) + ILNXTLP(I)*iT(3,2)+

2 LNZTLP (WP) *VT(3, 3)
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C
IPEED a (DPCSJ1 + ITSUll + NXTSON + IRND)/NMSILZF

IDIY - LNIN(I) - IPSED + SAZP1,IDTHR
IDI?-Ikx0 (1 ,IDI?)
I-ffNI!O(ZTABLZIDIY)

LNOUT(I) -IPIED + Q?&BLI(IDIF-I-DTHB

LIIOGT(I) - AXO (LNO(JT (I) O)

1000 CONTINUE
C

YGEN - 1
NUSED - 1

C
RETUORN
END
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#-fSERR BOOT MEAN SQUARE ERROR
#
# IDENTIFICATION
#

# TITLE BMSERF
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE SEPTEMBER 29, 1978
# LANGUAGE RATFOB
# SYSTEM PDP-15
S

# PURPOSE
s
* THIS ROUTINE COMPUTES THE RMS ERROR BETWEEN TWO LINES
# OF INTEGER INPUT DATA
S

* ENTRY POINT
S

* RMSERR ( L-IIN, LNOUT, NUMPPL, ERROR
#
* ARGUMENT LISTING
#

LNIN INT FIRST LINE OF DATA
# LNOUT INT SECOND LINE OF DATA
I NUMPPL INT NUMBER CF PCINTS PER LINE
* ERROR REAL ROOT MEAN SQUARE ERROR
#

# ROUTINES CALLED
s
# NONE
#
S

S
*

SUBROUTINE RMSERR ( LNIN, INOUT, NUMPPL, ERROR
' S

* TYPE STATEMENTS
S

INTEGER LNIN(NUMPPL), LNOUT(NUMPPL)
REAL ERROR, MSE, SUM2

SUM2 = 0.
I

*COMPUTE SUM OF THE SQUARES

FOR ( I 1 1; I <- NUMPFL; I = I + 1

SUM2 SUM2 + ( LNIN (I) - LNOUT (1) **2

., #
# COMPUTE THE RMS ERROR
0

MSE SU12 / NUMPPL
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ERROR uSORT ( BSE)

RETUR N

END

200



References

(1] C. A. Andrews, J. M. Davies, and G. R. Schwarz, "Adaptive Data
Compression," Proc. IEEE, vol. 55, pp. 267-277, March 1967.

(21 A. V. BalaKreshnan, R. L. Kutz, and R. A. Stampfl, "Adaptive data
compression for video signals," NASA Goddard Space Flight Center,
Rept. X-730-66-110.

[3] R. L. Kutz and J. A. Sciulli, "An adaptive image compression system
and its performance in a noisy channel," presented at the Internatl.
Information Theory Symp., 1967.

[4] L. D. Davisson, "Theory of adaptive data compression," in Advances in
Communications Systems, New York: Academic Press, 1966, pp. 173-192.

[5] M. Tasto and P. A. Wintz, "Image Coding by Adaptive Block Quanti-
zation," IEEE Trans. Comm. Tech. vol. COM-19, pp. 957-972, 1971.

[6] A. Habibi and G. S. Robinson, "A survey of digital picture coding,"
Comput., pp. 22-34, May 1974.

(7] C. K. Chow, B. L. Deekshathln, and L. S. Loh, "Some computer experi-
ments in picture processing for data compaction," Comput. Graphics
and Image Processing, vol. 3, pp. 203-214, 1974.

[8] R. M. Haralick, "A Facet Model for Image Data," unpublished paper.

[9] R. M. Haralick and N. Kattiyakulwanich, "A fast two dimensional
Karhumen-Loeve transform," SPIE, vol. 66, pp. 144-158, 1975.

[10] C. C. Cutler, "Differential PCM," U.S. Patent 2 605 361, July 29,
1952.

[11] N. Ahmed, T. Natarajan, and K. R. Rao, "Discrete cosine transform,"
IEEE Trans. Comput., vol. C-23, pp. 90-93, Jan. 1974.

[12] A. Habibi and P. A. Wintz, "Hybrid Coding of Pictorial Data," IEEE
Trans. Comm. Tech., vol. COM-22, no. 5, pp. 614-624, 1974.

[13] J. A. Rose, W. K. Pratt, G. S. Robinson, and A. Habibi, "Interframe
Transform Coding and predictive coding methods," in 1975 Proc. ICC,

., IEEE Catalog 75 CH 0971-2GSCB, pp. 23.17-23.21.

[14] T. S. Huang and J. W. Woods, "Picture bandwidth compression by
block quantization" presented at the 1969 Int. Symp. Information
Theory, Ellenville, NY.

(15] A. Habibi and P. A. Wintz, "Image Coding by Linear Transformation
(4 and Block Quantization," IEEE Trans. Comm. Tech., vol. COM-19, pp.of 

50-62.

201

iS

I' - , = I I



[161 J. Max, "Quantizing for minimum distortion," IRE Trans. Information
Theory, vol. IT-6, pp. 7-12, March 1960.

(17] R. E. Bellman, Dynamic Programming, Princeton University Press,
Princeton, NJ, 1957.

2

,I'

11202

-



I

~~'FEN~IX B

~1

I
RI

'1

203

* £



APPENDIX B

KEY TO "HOW TO INTERPRET NAMES OF IMAGES"

(A) NON-CAUSAL, ADAPTIVE

KCALI

123456789

CCAL I

123456789

LADY 3

123456789

location # Description

6 An "0" in this position means output has been processed.

Any other letter means no output processing.

7 An "R" in this position means the "raw" curves were used.

An "F" means the fitted ones were used.

8 An "F" in this position means compression of 8:1. An "C"

means 16:1 compression.

9 An "A" means no buffer constraint. A "B" means buffer

has been constrained.

, (B) NON-ADAPTIVE, EQUAL ALLOCATION

KCAL

) 123456789

C CALI 123456789

LAD 3

123456789

204

"-.



location # Description

7, 8, 9 An RET in locations 7, 8, 9 means that the image is a

non-adaptive, equal allocation image.

5* An "E" in this location (for CCAL & KCAL) means 8:1

compression. An "F" means 16:1

4** An "E" means 8:1. An "F" means 16:1

*for CCAL & KCAL only

**for LADY image only

(C) ADAPTIVE CAUSAL

CCAL

123456789

LADY

123456789

location # Description

1, 2, 3, 4, 5 If the letter "B" occurs in any one of these locations, it

means the image is a "causal" one.

6, 8, 9 Same interpretationas in "non-causal" case.

7 As always, "R" doesn't mean anything.

4
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Either KCALI or Either KCALI2 or
CCALl1 or LADY31 CCALI2 or LADY32

- 50 - I
K 6  1 /9
2 /2 7 IL

50 3 8

5 1 25 5 25
1 6 1 6

2 2
150

Either KCALI3 or Either KCALI4 or
CCALI3 or LADY33 CCALI4 or LADY34
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APPENDIX C

Set of Photographs
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A) KCALIF EOU

f.

B) LADYB RFA

CAUSAL

2000



C) LADYB RFB

- D) LADYB RCA

CAUSAL
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A) LADY 3 QN3

B) LADY3 QN4

'7 RICHARDS IMAGES
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C) LADY3 QN5

D) KCALIF QN3
'7

RICHARDS IMAGES
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B) KCALIF QN5

RICHARDS IMAGES
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C) LADE3 RET

D) LADF3 RET

EQUAL ALLOCATION NON-ADlAPTIVE
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A) LADY3 RFA

B) LAflY3 RFB

NON-CAUSAL
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C) LADY3 FFA

4l

U D) LADY3 RCB

NON-CAUSAL
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A') KCAI I F

.1 K) 1K(AI 11: kCB

NON-CAIISAL

21 (



.~ ~ C .C LI .RFA .....

(. D) KCALIO RFA

D)'1LO F

NON-CAUSAL
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A) KCALIO FFA

B) KCALIF FFB

NON-CAUSAL
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C) KCAII0 FF13

D) CCAL1F RFA

NON-CAUSAL
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A) CCALIF RFB

NON-CAUSAL
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C) CCALIF RCA

D) CCALIF RCB

NON-CAUSAL
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APPENDIX D

Set of Graphs
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APPENDIX E

Printouts 1 & 2
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1. Introduction

We investigate here an approach for solving the causal DPC( image

compression problem which arises naturally as an extension of the analytic

solution of the non-causal problem under gaussian data assumptions. Experi-

mental results are provided comparing the performance of the causal, non-causal,

and fixed bit allocation DPCM compression.

2. Causal DPCM Image Compression

One of the important results obtained earlier in this report is the

fact that the quantization mean square error versus bit rate functions for

blocks in a large class of images match closely those predicted by rate

distortion theory under gaussian data assumptions.

That is,

e2 = 02 exp (-ab) (2.1)

where a2 is the variance of the DPCM corrections,b is the bit rate; a is an

image dependent constant, and e2 the resulting quantization mean square

error. Use of this model leads to an analytic solution of the non-causal

problem. This solution is stated as follows: Let the image be partitioned

into K blocks; let 02,...,a2 be the variances of the DPCM corrections in
I K

each of these blocks; let c be the desired channel capacity bit rate; and B

the available number of bits for block 1 through K. The optimal bit allocations

bl,..., bKare given by

4

b - c + - (ln o2 -ln a) (2.2)
k 0 k f

for k 1 1,...,K
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where, K

12 1 1lnLC Bn f k
k-i

Here a2 is the geometric average variance of the image blocks.
f

This simple result states that blocks with variance larger than the

average variance are allocated bits above the channel rate and accordingly

blocks with variance smaller than the average variance are allocated bits below

the channel rate.

Notice that the non-causal aspect of the allocation procedure of

equation 2.2 reduces to the knowledge of the average variance a2 before any
f

processing is done. This also suggests an attractive simple approach for

solving the causal problem which involves an initial estimation and subsequent

updating of a2
f

Assume blocks 1 through t-l have been processed. Block t is the current

block being processed. (a2 )t is the variance of the DPCM corrections associated
p

with block t, and (a2)t is the current estimate for a2. Let Bt be the number

of bits available for blocks t through K. Then allocate bt bits to the current

block in the following way,

bt = min ( Bt, c + i(ln (02 )t -in (0 2 )t) (2.3)
p f

Sa2 can be updated as

in (2) t+l . (1- Y) ln ( 2 )t + y in (a02) t  (2.4)
Cf f p

and

Bt+l B t b t
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In order to make this procedure work better and to be able to

attain higher compression ratios we must allow the assignment of zero

bits to those blocks with very small variance as determined by (2.3). In

this case the last row in the previously reconstructed north block and the

last column in the previously reconstructed west block may be used to estimate

the current block in the usual DPCM manner but no corrections are transmitted.

The transmitter sends to the receiver the values of the mean and variance of

the difference between the original block and the estimated one. These values

are used by the receiver to improve its estimate of the current block by

adding to it uniform noise of the same mean and variance. In order to avoid

running out of bits before all blocks are processed the following modification

can be made to (2.3).

Let bt c+- (in 02)t - in (02)t)
0 p

then,

min( Bt, bt } if Bt > (K- t + l)c when c < 1
0

' = Bt

bt orB > (K- t + ) whenc> 1 (2.5)

min { 1, bt } otherwise
0

An additional modification to (2.5) can be made to take into account

buffer size constraints. Let R be the size of the bit buffer and let rt be

the state of the buffer right after processing the (t-l)th block. The following

bit assignment will then prevent overflowing or underflowing the buffer.
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If rt > c

t t t t
in B bo - r if Bt > (K - t + 1)c when c < 1

bt= or Bt > (K - t + 1) when c> 1

(2.6)

min (1, bt } otherwise

t

If r < c

mln (B , max {ucl, b t if Bt > (K - t + 1)c when c < 1

b t or Bt > (K - t + 1) when c > 1

min (1, max ([cl, bt I otherwise
%. 0

.1
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3. Experimental Results

Several experiments were performed using the "girl" image shown in

Figure 3.1. This image consists of 256 x 256 pixels and was blocked into

16 x 16 blocks before processing. This image was originally quantized to

256 levels. The compression technique used was a simple 2-D DPCM with an

equally weighted predictor. The DPCM was initialized using the first row and

first column in the image. The amount of dither used was 0.5 the standard

deviation of the DPCM corrections. The corrections in each block were quantized

using a max quantizer based on normal distribution with the same mean and

variance as those of the corrections.

Fixed bit allocation procedures at bit rates of 1.0 and 2.0 b/p, and

causal and non-causal procedures at 0.85, 1.0, 1.5 and 2.0 b/p were carried

out. These bit rates do not take into account the amount of bits necessary

for transmitting the first row and first column in the image without compression

(9 b/p); the bits necessary to encode the mean and variance for each block

(8 bits for the mean; 12 bits for the variance) and in the case of the non-causal

and causal procedures the bits necessary to indicate the number of quantizing

bits used for each pixel within a block (3 bits). After making the necessary

corrections the effective bit rates correspond to 1.14 and 2.14 b/p for fixed

bit allocation procedures and 1.0, 1.15, 1.65 and 2.15 b/p for causal and non-

causal procedures.

Figure 3.2 shows the reconstructed pictures obtained by using the fixed bit

allocation procedure. Figures 3.3 and 3.4 show the reconstructed pictures using

non-causal procedures with buffer and no buffer constraints. Figures 3.5 and

3.6 show the corresponding results using a causal bit allocation procedure.

We can observe the improvement in image quality obtained when using the
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non-causal and causal bit allocation procedures over the fixed bit allocation

procedures. This is also noticed by looking at Tables 3.1 (a)-(e) that show

3 measures of the error between the original picture and the reconstructed

pictures. It is also observed that no additional degradation resulted when

using the buffer constrained causal allocation as compared to the unconstrained

case for the buffer size used.
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4. Conclusions

We have shown that causal adaptive DPCM compression performs

significantly better than fixed bit allocation DPCM compression, however

the pixel by pixel nature of conventional DPCM puts a limit to the amount of

compression we can obtain. Full advantage of the adaptive scheme we have

developed is taken when the DPCM is carried out in a block by block fashion,

that is instead of estimating the graytone value of a single pixel based

c past reconstructed neighboring pixels we estimate an entire block of

pixels based on past reconstructed neighboring blocks. The simplest such

scheme would only make use of the last row in the top block and the last

column in the left block. Such estimation scheme can be done in the form of

a least squares fit and may be also constrained to minimize the errors in

the top and left borders. A block in this case will be replaced by its

fitting parameters. Blocks corresponding to regions in the image of low

complexity will then require lower dimensional fitting than those blocks

corresponding to regions of high complexity.
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: it rate

aro 1.14 2.14

RHS 10.16 4.90

ABSE 5.93 2.92

MAXE 123 101

(a) Fixed bit allocation

itrate

1.0 1.15 1.65 2.15

RMS 8.29 7.18 4.70 3.44

ABSE 5.45 4.75 3.15 2.23

MAXE 112 104 100 90

(b) Non-causal; No buffer constraints

Table 3.1 Different error measures between original and
reconstructed pictures; RMS is the root mean square
error; ABSE is the mean absolute error (the mean
of the absolute value of the difference image);
MAKE is the maximum error (the maximum absolute
value in the difference image).
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it rate

rror

RMS 8.58 7.22

ABSE 5.54 4.77

MAXE 115 104

(c) Non causal; Buffer size is 10%
of minimum size that guarantees
no constraints.

t rate
1.0 1.15 1.65 2.15

error

RMS 9.38 8.30 5.83 3.74

ABSE 5.82 5.13 3.45 2.34

MAXE 132 132 133 100

(d) Causal; No buffer constraints.
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1.0 1.15

RMS 9.38 8.30

ABSE 5.82 5.13

MAXE 132 132

(e) Causal; Buffer size is 10% of
minimum size that guarantees

*no constraints.

I
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Figure 3.1 Original picture. This image consists of
256 x 256 picture elements quantized to
256 gray levels (8 b/p).
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Figure 3.2 Reconstructed pictures using a fixed bit
allocation 2-D DPCM.

(a) Compression: 1.14 b/p.

I
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Figure 3.2 (continued)

(b) Compression: 2.14 b/p.
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Figure 3.3 Reconstructed pictures using a non-causal 2-D
DPCM with no buffer constraints.

(a) Compression: 1.0 b/p.
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Figure 3.3 (continued)

(b) Compression: 1.15 b/p.
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Figure 3.3 (continued)

(c) Compression: 1.65 b/p.
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Figure 3.3 (continued)

(d) Compression: 2.15 b/p.
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Figure 3.4 Reconstructed pictures using a non-causal 2-0
DPCM with buffer constraints. Buffer size is
10% of minimum size that guarantees no
constraints.

(a) Compression: 1.0 b/p.
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Figure 3.4 (continued)

(b) Compression: 1.15 b/p.
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Figure 3.5 Reconstructed pictures using a causal 2-0
DPCM with no buffer constraints.

(a) Compression: 1.0 b/p.
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Figure 3.5 (continued)

(b) Compression: 1.15 b/p.
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Figure 3.5 (continued)

(c) Compression: 1.65 b/p.
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Figure 3.5 (continued)

Md Compression: 2.15 b/p.

I
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Figure 3.6 Reconstructed picture using a causal 2-0
DPCM with buffer constraints. Buffer size
is 10% of minimum size that guarantees no
constrainst.

(a) Compression: 1.0 b/p.
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Figure 3.6 (continued)

(b) Compression: 1.15 b/p.
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APPENDIX B.1

DPCH DATA COMPRESSION PACKAG2

X. FIXED BIT ALLOCATION DPCM DATA COMPRESSION

FDPCHD

FDPCHI

FDPCAC

NVAEDL

FIXBLK

GBTBGS

B KDPC N

EGSI NT

QTZSAN

DPCM2L

*D PCN XX

SS ERR

UPDEGS
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11. CAUSAL AND NON-CAUSAL DPCH DATA COREESSION

DPCECD

D PC MCI

DPCHDC

HVIRDL

CRITAL

BITALO

UNIT L

BITALO

PIXBLK

GETEGS

BKDPCH

EGSINT

QTZSAN

DPC12 L

4 DPCHXI

UPDIGS
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#--FDPCBD FIXED BIT ALLOCATION DPCM COMPRESSION DRIVER MID
0
# IDENTIFICATION

0 TITLE FDPCRD
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 3, 1979
# LANGUAGE RATFOR
# SYSTEM IM-370

# PURPOSE
0
# THIS IS THE DRIVER FOR THE FIXED BIT ALLOCATION DPCK
# DATA COMPRESSION. PROGRAN.

# NTRI POINT
S
# FDPCHD ( WORK, ALTET )
#
* ARGUMENT LISTING

# WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT
# BUFFER S
# ALTRET INT ALTERNATE RETURN TAKEN IN CASE OF ERROR

# INCLUDE FILES/COMMONS

0 MACAl INCLUDE MACRO FILE FOR TOKEN DEFINITION
# GIPCON INCLUDE INCLUDE FILE FOR GIPSY
# ERROR INCLUDE INCLUDE FILE FOR COMMON ERROR

# ROUTINES CALLED

# PPUSH PUSHES PROGRAM NABE INTO ERROR STACK (PRIMITIVE)
# PPOP POPS PROGRAM NAME OUT OF ERROR STACK (PRIMITIVE)
# RDKINL INITIALIZES AND ACCESSES AN SIP FILE (PRIMITIVE)
# CLOSE CLOSES AN SIF FILE (PRIMITIVE)
# CTRLT RETURNS ADDRESS OF CONTROL T. (PRIMITIVE)
# IGNORT IGNORES CONTROL T (PRIMITIVE)
# FDPCHI ASKS USER FOR INPUT PkRfiETERS (GIPSY)
# OSALOC ALLOCATE DIN WORDS FOR DYrNAIC ARRAY (PRIMITIVE)
# PDPCHC PERFORMS A FIXED BIT ALLOCATION DPCH (GIPSY)
# ON AN INPUT IMAGE.

I

S ,SUBROUTINE FDPCM'D ( WORK, * )

INCLUDE AlW

IMPLICIT INTEGER (A -Z)
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INCLUDE GIPCON
INCLUDE ERROR
INTEGER WORK ( .ARB )
INTEGER IDEUT ( 20 ) * IDNT2 ( 20 )
REAL FRAC

EQUIVALENCE (NPPLIDENT(6)), (NLINS,IDEUT(7))
EQUIVALENCE (uCOLSIDENTt13)), (NRONS,IDENT(l))
EQUIVALENCE (NTBND,IDENT(17)), (NSBND,IDENT(18))
EQUIVALENCE (NODE,IDENT(19))
EQUIVALENCE (NTBUD2,IDNT2(17)), (NSBND2,IDNT2(18))
EQUIVALENCE (BODE2, IDNT2 (19))

CALL PPUSH ( FDPCHDI )

# SET UP INPUT FILE

CALL RDKINL ( YDII, IDENT, .OLD, IEV, %9999 )
CALL CLOSE ( FDI1 )
CALL RDKINL ( FDI2, IDNT2, .OLD, IEVI %9999 )
CALL CLOSE ( FD12 )

I

# CHECK INPUT FILE
S

IF ( RODE " 1 6 NODE -- 0 ) GO TO 9000
IF ( NTBND - NSBND <= 0 ) GO TO 9010
IF ( NODE2 - I & MODE2 0 ) GO TO 9000
.IF ( MTOND2 - NSBND2 <= 0 ) GO TO 9010

# GET USER INFORMATION
#

CALL FDPCBI ( FDI1, SELECT, FRAC, BTRATE, 19999 )

# SCHECK AVAILABLE SPACE
#

BLKSZE N MROWS * UCOLS
RKSZ = 3*BLKSZE + NPPL + NLINS

IF ( .OK -- OSALOC ( WRKSZ ) ) GO TO 9020

# GET THE BAND TO USE

I-- HD CALL VHBAND ( FDII, IDENT, 1U, BND, IRV, %9999 )

BUD - 1

# SET UP CTRLT ADDRESS

CALL CTRLT ( %8000 )

"*CALL THE NUMBER CRUNCHER
#

CALL FDPCNC ( FDII, FD12, FDO1, BND, WORK, VRKSZ,

S269



SELECT, FRAC, BTRATE, IEV, %9998 )

CALL PPOP
RETURN

I

8000 CONTINUE
I

* CONTROL T EXIT
I

CALL IGNORT
CALL CLOSE ( FD11 )
CALL CLOSE ( FD12 )
CALL CLOSE ( FDO1 )
RETURN

#
# ABIORAL CONDITIONS
I

9000 CONTINUE
#
# NOT IN INTEGER FILE
I

IEV - -2012
GO TO 9998

I

9010 CONTINUE
I

* NO NUMERIC BANDS

1EV - 5018
GO TO 9998

I

9020 CONTINUE
I

# NOT ENOUGH WORK SPACE

I EV -5010

9998 CONTINUE

* ERROR IN SUBPROGRAM

CALL CLOSE ( FDf1 )
CALL CLOSE ( YD12 )
CALL CLOSE ( FDO )

# ABNORMAL RETURN

9999 RETURN N
END
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*--FDPCHI FIXED DPCH USER INPUT BID

# IDENTIFICATION

# TITLE FDPCHI
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 2, 1979
# LANGUAGE RATFOR
# SYSTEM IBB-370
I

# PURPOSE
0
# THIS ROUTINE ASKS THE USER THE INPUT PARABETERS NEEDED
# TO PERFORM A FIXED BIT ALLOCATION DPCH ON AN IMAGE.
I

# ENTRY POINT
#
# FDPCHI ( FD, SELECT, FRAC, BTRATI, ERRET )
*
# ARGUMENT LISTING
I

# FD CHRARRAY FILE DESCRIPTOR
* SELECT IUT SELECTION NUBBER FOR DPCH TECHNIQUE
# FRAC REAL FRACTION OF STANDARD DEVIATION THAT
V OF DPCH DITHER SHOULD BE
t BTRATE INT THE DPCM BIT RATE
# ERRET ALTRET ALTERNATE RETURN

# INCLUDE FILES/COMONS
I
# mACAl INCLUDE MACRO FILE FOR TOKEN DEFINITION
# GIPCON INCLUDE INCLUDE FILE FOR GIPSY
# ERROR INCLUDE INCLUDE FILE ?OR COMMON ERROR
# TTCOM INCLUDE INCLUDE FILE FOR TERMINAL & RUNFILE I/O
#
' ROUTINES CALLED
#I

, PPUSH PUSH PROGRAM NAME ONTO ERROR STACK (PRIMITIVE)
0 OSGTNB GET NAME STRING FROM FILE DESCRIPTOR (PRIMITIVE)
# GETI GET INTEGER INPUT (PRIMITIVE)
# GETS GET REAL INPUT (PRIMITIVE)
* PPOP POP PROGRAM NAME OFF ERROR STACK (PRIMITIVE)

#

#

SUBROUTINE FDPCMI F ED, SELECT, FRAC, TRATE, * )

INCLUDE NACAl
IMPLICIT INTEGER ( A - Z )

INCLUDE GIPCOM
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INCLUDE ERROR
INCLUDE TTCO

CHARACTER FD (.DLENGT)
CHARACTER FDZO ( .FILENAMELENGTH )
CHARACTER ALT, BELLS
REAL FRAC
DATA ALT, BELLS / oALTCHR, .BELLCHR /

#

CALL PPUSH ( FDPCNI# )

# GET NME INTO SYSTEM STANDARD FORMAT
s

IF ( .0K - OSGTNH ( PD, FDIO ) ) GO TO 9999
I

WRITE (RUNOT,6000) FDIO, BELLS, ALT
6000 FORMAT ( SELECT DPCH PREDICTOR FOR 9, .FZLENAELENGTR A,/,

(2) 2-D DPCH FLAT MODEL LSEO/,
(3) SOD DPCM FLAT MODEL LS21/,
(4) 2-D DPCM FLAT MODEL MVEI/,
(5) ROD DPCM FLAT MODEL iVE/,
(6) 2-D DPCI SLOPED MODEL LS!'/,
(7) ROD DPCH SLOPED MODEL LSE/,
(8) 2-D DPCH SLOPED MODEL mVE'/,
(9) ROD DPCH SLOPED MOD2L MVE'/,

2A1 )
IF O .K -1- GETZ ( FDRUNI, SELECT ) ) GO TO 9999

I
# CHECK FOR LEGAL SELECTION NUMBER
I

WHILE ( SELECT < 2 1 SELECT > 9 )
S(

WRITE (TTYOT,6000) FDIO, BELLS, ALT
IF ( .OK ",8 GETZ ( FDTTYI, SELECT ) ) GO TO 9999

# S)

WRITE (RUNOT,6010) BELLS, ALT

6010 FORMAT ( I ENTER FRACTION OP STANDARD DEVIATION'/,
' THAT RANGE OF DITHER SHOULD BE -- 1, 2A1 )

IF ( .OK - GETR ( FDRUNI, FRAC ) ) GO TO 9999

WRITE (RUNOT,6020) BELLS, ALT
6020 FORMAT ( * ENTER BIT RATE -- 1, 21 )

IF ( .OK . GETZ ( FDRUNI, BTRATE ) ) GO TO 9999

CALL PPOP

9999 CONTINUE

RETURN 1
END
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#--FDPCHC FIXED BIT ALLOCATION DPCH DATA COMPRESSION MID

# IDENTIFICATION

# TITLE FDPCHC
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 3, 1979
# LANGUAGE RATFOR
# SYSTEM IBB-370

# PURPOSE

# THIS ROUTINE READS BLOCKS FROM AN INPUT IMAGE IN A SCAN
# RASTER BODE AND PERFORMS A FIXED BIT ALLOCATION DPCH ON
* THOSE BLOCKS USING A NUMBER OF DPCH TECHNIGUES AS SEL-
# ECTED BY THE USER

# ENTRY POINT

# FDPCMC ( FDI, FDI2, FDO, END, WORK, VRKSIZ, SELECT,
# FRAC, BTRATE, IEV, ALTRET )

# ARGUMENT LISTING
0
# FDI INT FILE DESCRIPTOR FOR INPUT IMAGE
# FDI2 INT FILE DESCRIPTOR FOR LOW PASS FILTERED
# IMAGE
# FDO INT FILE DESCRIPTOR FOR OTPUT IMAGE
# BUD INT IMAGE BAND TO PROCESS
# WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT
# BUFFERS
# IRKSIZ INT SIZE OF WORK ARRAY
# SELECT INT SELECTION NUMBER FOR DPCH TECHNIQUE
# FRAC REAL FRACTION OF STANDARD DEVIATION THAT
# RANGE OF DITHER SHOULD-BE

, # BTRATE INT BIT RATE USED ON THE DECO
# IEV INT INTEGER EVENT VARIABLE
# ALTRET INT ALTERNATE ERROR RETURN

# INCLUDE FILES/COMMONS[N

I NACAI INCLUDE MACRO FILE FOR TOKEN DEFINITION

# PROGRAM ENVIRONMENTI NTHE INPUT IMAGE SHOULD BE PREPROCESS'RD IN THE FOLLO-
# WING BANNER BEFORE BEING USED IN THIS PROGRAM:

# (1) MOVE TOP LINE TO THE BOTTOM AND LEFT COLUMN TO
# THE RIGHT. THIS CAN BE DONE BY USING THE 'FLPEGS'
# COMMAND IN GIPSY
# (2) BLOCK THE RESULTING IMAGE IN RECTANGULAR BLOCKS
# USING THE 'BLOCK' COMMAND IN GIPSY
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ITHE OUTPUT INIGE SHOULD BE POSTPROCESS3D IN THE
#t POLLOlING MANNER AFTER USING THIS PROGRAM:

# (1) PUT THE IMAGE IN LINE FORMAT USING THE 'BLOCK#
#t COMMAND IN GIPSY

# (2) DELETE THE BOTTOM LIME AND THE RIGHTMOST CO-
* LUNN IN THE IMAGE. ADD A 0EN LINE AT THE TOP
# USING THE TOP LINE OF THE ORIGINAL IMAGI. ADD
0 ALSO A NEV COLUMN AT THE LEFT USING THE LEFT
# COLUMN OF THE ORIGINAL IMAGE. THIS CAN BE DOME
# USING THE COMMAND IRSTEGSI ZN GIPSY.
I

# ALGORITHM
I

# THE FOLLOWING STEPS ARE FOLLOWED:
I

# (1) READ A BLOCK FROM THE INPUT IMAGE
# (2) READ A BLOCK FRON LOW PASS FILTERED IMAGE
# (3) CONPUTE THE BEAN AND VARIANCE OF THE DIFFERENCE
# BLOCK.
# (4) CREATE A QUANTIZATION TABLE USING A MAX QUINTIZER
# BASED ON A GAUSSIAN DISTRIBUTION BY USING THE BEAN
# AND VARIANCE COMPUTED IN STEP (3).
# (5) PERFORM THE DPCH TECHNIQUE SELECTED BY THE USER ON
# THE INPUT BLOCK USING THE QUIANTIZATION TABLE CREA-
# TED ON STEP (4).
# (6) WRITE THE OUTPUT BLOCK ON THE OUTPUT IMAGE

# (NOTE): THE TOP LINE AND THE LEFTMOST COLUMN OF THE
* INPUT IMAGE ARE USED TO INITIALIZE THE DPCM PROCEDURE.
* SUBSEQUENTLY THE TOP AND LEFT NEIGHBORING EDGES FROM
*t PREVIOUS BLOCKS ARE USED TO INITIALIZE THE DPCM IN THE
# CURRENT BLOCK
8

# ROUTINES CALLED

* PPUSH. PUSHES PROGRAM BAME INTO ERROR STACK (PRIMITIVE)
# PPOP POPS PROGRAM NAME OUT OF ERROR STACK (PRIBITIVE)

- 0 RDKINL INITIALIZES AND ACCESSES AN SIP FILE (PRIMITIVE)
# CLOSE CLOSES AN SIP FILE (PRIMITIVE)
0 CPYIDR GET DESCRIPTOR RECORDS FROM INPUT PILE (PRIMITIVE)
0 DSCNAR WRITE THE NIE DESCRIPTOR RECORD (PRIMITIVE)
# PDSCI WRITE INTEGER DESCRIPTOR RECORD (PRIMITIVE)
# PDSCR WRITE REAL DESCRIPTOR RECORD (PRIMITIVE)
# COPYDS COPY DESCRIPTOR RECORDS TO OUTPUT PILE (PRIMITIVE)
0 BREAD READS FBOB AN SIP FILE (PRIMITIVE)
$ URIT! WITES TO AN SI FILE (PRIMITIVE)
I FIXBLK FIXES BOTTOM AND/OR RIGHT EDGES OF THE (GIPSY)
I BOTTOM OR RIGHTMOST BLOCKS OF THE
I IMAGE
I GETEGS GETS THE NEIGHBORING EDGES OF THE (GIPSY)
#t BLOCKS AT THE TOP AND AT THE LEFT OF
#t THE CURRENT BLOCK IN THE RECONSTRUCTED,
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# IMAGE
# UPDEGS UPDATES THE BUFFER WHICH STORES ALL (GIPSY)
# TOP EDGES IN A ROW OF BLOCKS AND
# ALL LEFT EDGES IN A COLUMN OF BLOCKS
# AVARDL COMPUTES MEAN AND VARIANCE OF THE DI- (GIPSY)
# FFERENCE BETWEEN TWO BLOCKS
# BKDPCR CREATES QUANTIZATION TABLE AND PERFOR- (GIPSY)
# RS DPCH ON INPUT BLOCKS

SUBROUTINE FDPCHC ( FDI, FD12 , EDO, BND, WORK, VRKSIZ,
SELECT, FRAC, BTRATI, IEV, * )8

INCLUDE RACA
IMPLICIT INTEGER ( A - Z )
CHARACTER YDI ( .FDLENGTH ), FDO ( .PDLENGTH )
CHARACTER PDI2 ( .PDLENGTH )

INTEGER IDENT ( 20 ) JDENT ( 20 )
INTEGER IDNT2 ( 20 )
INTEGER WORK ( VRKSIZ ), Z ( 33 )
REAL FRAC, ERROR, BEAN, VAR

EQUIVALENCE (MBITSUIDENT(5)), (NVDS,IDENT(12))
EQUIVALENCE (NPPLIDENT(6)), (NLIN,IDENT(7))
EQUIVALENCE (BODE,IDENT (19))
EQUIVALENCE (NCOLS,IDENT(13)), (NEOWS,IDBNT(I))
EQUIVALENCE (NPPL2,IDNT2(6)), (NLIN2,IDNT2(7))
EQUIVALENCE (NCOL2,IDT2(13)), (NROV2,IDNT2(14))

#
#

CALL PPUSH ( 'FDPCMC' )
p

IST - 359140257

# OPEN INPUT FILE

CALL RDKINL ( FDI, IDENT, .OLD, IEV, %9998 )
CALL CLOSE ( FDI )
CALL RDKINL ( FDI2, IDNT2, .OLD, IEV, %9998 )
CALL CLOSE P D12)

# CHECK IP SIZE OF INPUT FILES

IS THE SAME

IF ( NPPL-%=NPPL2 I NLIN-'NLIN2 ) GO TO 9010

IF ( ICOLS-NCOL2 I NBOVS-NROV2 ) GO TO 9020

DO I'" 1, 20
JDENT(I) a 0
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JDENT(5) = NLITS

JDRNT(13) = ICOLS
JDBIT(14) - BROWS
JDRNT(17) -1
JDBNT(20) - 1

I

# COPY DESCRIPTOR RECORDS FROM INPUT IMAGES,
# ROUTINE NAME AND PARAMETERS TO TEMPORARY
# SEQUENTIAL FILE
I

CALL CPYIDR f FDI, IDENT, .OPXTfiP, IEV, %9998 )
CALL CPYIDR ( FDI2, IDNT2, .NOOPNTMP, IZV, %9998 )

I

CALL DSCNAM ( 'FDPCNC°, IEV, %9998 )
I

CALL PDSCI ( 'INPUT IMAGE BAND-NUMBER.'. BiD, IEV, %9998 )
CALL PDSCI( 'DPCH PREDICTOR .(SELECT).' , SELECT, IEV, %9998 )
CALL PDSCI ( 'BIT RATE ', BTRATE, IEV, %9998 )
CALL PDSCR ( 'DITHER FRACTION -', FRAC, IEV, 19998 )

OPEN OUTPUT IMAGE AND COPY TO IT THE
# DESCRIPTOR RECORDS FROM TEMPORARY FILE

CALL COPYDS ( FDO, JDEIT, 1EV, %9998 )

# ACTUAL NUMBER CRUNCHING

NBPC = ICEIL ( NLIN, IROVS )
NBPR = ICEIL ( IPPL, NCOLS )
NBLCKS = NDPC * IBPR
BLKSZE NRONS N ICOLS
ZLEU = NCOLS + IRONS + 1
PT1 1
PT2 BLKSZE + PT1
PT3 IPPL + PT2
PT4 =LII + PT3
PT5 = BLKSZE + PT4

# GET TOP AND LEFT EDGES IN THE
I ORIGINAL IMAGE
0I

DO I = 1, NBPC
S(

$LKO = ( ISPI - 1 ) * VBPC + I
CALL iIRAD ( FDI, VORK(PT1), BID, BLKNO, IDENT,

.AIT, IEV, %9999

DO K = 1, IRONS
WORK(NROS*(1-1) +PT3+K-l) W WORK (IBOVS* (ECOLS- 1) K)

S)
#

DO J 1 1, MBP
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BLKIO = NDPC
CALL BREAD ( FDIv WORZ(P?1), BID, 8LXNO, IDENT,

.Wkl?, IRV, %9999)
DO K -1, ICOLS

IORKfDCOLS*(J-1) .PT24K-1) - NOEK(NUOUS*K)

COINE - WORK(PT2.IPPL-1)

# CORRECT EDGES

VORK (PT24DPPL-1) = ORK (PT24NPPL-2)
VOEK(PT34NLI[N-1) = VORK(PT3+NLIN-2)

# N0V REID EACH BLOCK IN THE IMAGE
# IN A RASTER SCAN MODE AND PROCESS

DO I = 1, DBPC

NITCIR = VORK CNROVS*I + PT3 - 1)
DO J - 1, NBPR

BLKNO = NBPC *CJ - I + I
CALL BREAD (FDI, WORK(PT1), BND, BLKNO, IDENT,

*VAIT, 1EV, %9999 
)

CALL FIXBLK ( OEK(PT1) , I, 3, NBPC, NBPR.
NROVS, ICOLS )

CALL BREAD C D12, VOEK(PTS), BID, BLKIIO, IDNT2,

.VWAIT, IRV, %9999 )
CALL MVAEDL CWORE(PT1), VORK(PT5), MEAN, VAR,

BLKSZE )
CALL GETEGS C ORK(PT2), VORK(PT3),

COBRE NPPL, DLIN, I, J,
IROVS, NCOLS, Z, ZLEN )

CALL BKDPCd C ORK(PT1), WORK(PT4), IORK(PT5),
Z, ZLEU. MEAN, VAR, MEOWS, YCOLS,
BTRATE, FFAC, IST, SELECT, ERROR)

CALL RMRITE C DO, VORX(P'r4), BID, BLIDO, JDENT,
VAIT?, lEV, %9999)

CALL UPDEGS C OK (PT4) , VORK (PT21, nuORK(PT3),
CORDED NPPL, DLIN, I, 3,
NEOVS, NCOLS

S)
CORN - DITCHR

8000 CONTINUE

CALL CLOSE C DI)
CALL CLOSE C D12)
CALL CLOSE FO)
CALL FF02
RETURN

# ABNORMAL CONDITIONS
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#
9010 CONTINUE

#

# INPUT FILES ARE NOT THE
# SAE SIZE

IEV - -5021
GO TO 9999

9020 CONTINUE

# INPUT FILES NOT THE SANE BLOCK
# SIZE
#

IET - -5023
GO TO 9999

#

9998 CONTINUE

# READ OR WRITE ERROR

CALL CLOSE ( PDI )
CALL CLOSE ( FDI2 )
CALL CLOSE ( FDO )

9999 RETURN 1

END

I
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#--DPCRCD DPCH DATA COMPRESSION DRIVER HID

# IDENTIFICATION
#

# TITLE DPCHCD
I AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 16, 1979
# LANGUAGE RATFOR
# SYSTEM IBM-370
#
# PURPOSE
I
# THIS IS THE DRIVER FOR THE DPCH DATA COMPRESSION PACKAGE.
#
# ENTRY POINT
I

# DPCHCD ( WORK, ALTRET )
I

# ARGUMENT LISTING
I
# WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT
# BUFFERS
# ALTRET INT ALTERNATE ERROR RETURN
I

# INCLUDE FILES/CONNONS
I

# MACAl INCLUDE MACRO FILE FOR TOKEN DEFINITION
# GIPCON INCLUDE INCLUDE FILE FOR GIPSY
# ERROR INCLUDE INCLUDE FILE FOR COMMON ERROR
#
#- ROUTINES CALLED
I
# PPUSH PUSHES PROGRAM NAME INTO ERROR STACK (PRIMITIVE)
# PPOP POPS PROGRAM NAME FROM ERROR STACK (PRIMITIVE)
# RDKINL INITIALIZES AND ACCESSES AN SIP FILE (PRIBITIVE)
# CLOSE CLOSES AN SIF FILE (PRIMITIVE)
# CTRLT RETURNS ADDRESS OF CONTROL T (PRIMITIVE)
# IGNORT IGNORES CONTROL T (PRIMITIVE)

w OSALOC ALLOCATE DIN WORDS FOR DYNAMIC ARRAY (PRIMITIVE)
t DPCMCI ASKS USER FOR INPUT PARAMETERS (GIPSY)
# DPCMDC PERFORMS A NON-CAUSAL OR CAUSAL BIT (GIPSY)
# ALLOCATION DPCH ON IN INPUT IMAGE

#i#
r SUBROUTINE DCMCD V ORK,

INCLUDE MACAl

4 IMPLICIT INTEGER (A -Z)

INCLUDE GIPCOM
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INCLUDE ERROR
IlTEGER WOK ( .ARB )
INTEGER IDENT ( 20 ), IDNT2 ( 20 1
REAL FRAC, C, ALPHA, GASMA
LOGICAL FLAG

EQUIVALENCE (NPPL,IDENT(6)), (NLINS,IDENT(7))
EQUIVALENCE (NCCLS,IDENT(13)), (YROVS,IDENT(14))
EQUIVALENCE (NTBND,IDENT(17)), (NSBND,IDENT(18))
EQUIVALENCE (BODE,IDENT (19))
EQUIVALENCE (NTBND2,IDNT2(17)), (NSBND2,IDlT2(18))
.EQUIVALENCE (NODE2,IDNT2(19))

CALL PPUSH ( lDPCMCDl )

SET UP INPUT FILE

CALL RDKINL ( FD11, IDENT, .OLD, IEV, %9999 )
CALL UDKIBL ( FDI2, IDNT2, .OLD, IEV, %9999 )

CALL CLOSE ( FDI1 )
CALL CLOSE ( fD12 )

# CHECK INPUT FILE

IF M NODE = 1 MODE -= 0 ) GO TO 9000
IF ( NTBND - NSBND <= 0 ) GO TO 9010
IF ( RODE2 u1 & MODE2 0 ) GO TO 9000
I? ( VTBND2 - NSBND2 <= 0 ) GO TO 9010

S

* GET USER INPORNATION
*

CALL DPCMCI ( FDI1, SELECT, FRAC, MXNBTS, NINBTS, C,
ALPHA, BUFSZE, GAMMA, FLAG, 79999

S

* CHECK AVAILABLE SPACE

* BLKSZE - NBOWS * NCOLS
NBLCKS - ICEIL(NLINS,NROWS)*ICEIL(NPPL,NCOLS)
URKSZ a 3*BLKSZE + VPPL + NLINS + NBLCKS
IF ( .OK OS&LOC ( VRKSZ ) ) GO TO 9020

* GET THE BAND TO USE

1ND SI

* SET UP INTERRUPT CONTROL T

CALL CTRLT ( %8000

* CALL THE NUMBER CRUNCHER
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CALL DPC3DC ( FD1, FDI2, FDO1, BAD, WORK, VRKSZ,
SELECT. FAC, C. ALPHA, GAMiMA, BUYSZE,

MXNBTS, -INBTS, FLAG, IRV, %9998
I

CALL PPOP
RETURN

8000 COPTIINUE
I

* CONTROL T EXIT
I

CALL IGNORT
CALL CLOSE ( FDII )
CALL CLOSE ( FDI2 )
CALL CLOSE ( FDO1 )
RET UR!N

# ABNORMAL CONDITIONS
I

9000 CONTINUE
I
* NOT AN INTEGER FILE
I

IEV - -2012
GO TO 9998

9010 CONTINUE
$

# NO NUMERIC BANDS
I

IzV - -5018
GO TO 9998

9020 CONTINUEeI

, NOT ENOUGH WORK SPACE
I

IEV = -5010

9998 CONTINUEI

# ERROR IN SUBPBOGRU'

CALL CLOSE ( FDI1
CALL CLOSE ( 7D12 )
CALL CLOSE ( FDC1 )

# ABNORNAL RETURN

9999 RETURN 1
END
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S--DPCMCI DPCH DATA COMPRESSION USER INPUT hID

# IDENTIFICATION
8

* TITLE DPCnCI
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 10, 1979
* LANGUAGE RATFOR
SSYSTEM IBH-370

# PURPOSE
8

# THIS ROUTINE ASKS THE USER THE INPUT PARAMETERS NEEDED
* TO PERFORM A CAUSAL OR A HON-CAUSAL DPCM COMPRESSION
* ON AN IMAGE.
8
* ENTRY POINT
I

* DPCMCI ( FD, SELECT, FRAC, MXNBTS, MINBTS, C, ALPHA,
* BUFSZE, GAMMA, FLAG, ERRET

# ARGUMENT LISTING
8

I FD CHRARRAY FILE DESCRIPTOR
* SELECT INT SELECTION NUMBER FOR DPCM TECHNIQUE
8 FRAC REAL'. FRACTION OF STANDARD DEVIATION THAT
4 RANGE OF DPCM DITHER SHOULD BE

M MINBTS INT THE ALLOWED MAXIMUM NUMBER OF BITS PER
# PIXEL FOR ANY BLOCK
# MINBTS IT THE ALLOWED MINIMUM NUMBER OF BITS PER
# PIXEL FOR ANY BLOCK
# C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL
# ALPHA REAL THE DISTORTION MODEL CCNSTANT
# BUFSZE INT THE SIZE OF THE BIT BUFFER
# GAMMA REAL CONSTANT USED TO UPDATE THE EXPECTED
# AVERAGE VARIANCE IN CAUSAL BIT ALLOCA-
* TION.
# FLAG LOG TRUE FOR CAUSAL BIT ALLCCATION AND

S # FALSE OTHERWISE
# ERRET ALTRET ALTERNATE RETURN
s
S INCLUDE FILES/COMONS

# MACAl INCLUDE MACRO FILE FOT TOKEN DEFINITION
# GIPCOM INCLUDE INCLUDE FILE FOR GIPSY
# ERROR INCLUDE INCLUDE FILE FOR COMMCN ERPOR
# TTCOM INCLUDE INCLUDE FILE FOR TERMINAL S RUNFILE I/O
#
* ROUTINES CALLED

# PPUSH PUSH PROGRAM NAME ONTO ERROR STACK (PRIMITIVE)
# OSGTNM GET NAME STRING FROM FILE DESCRIPTOR (PRIMITIVE)

- # GETI GET INTEGER INPUT (PRIMITIVE)

I 22



* GITS GET REAL INPUT (PRIMITIVE)
# PPOP POP PROGRAM NAME OFF ERROR STACK (PRIMITIVE)

SUBROUTINE DPCI CI ( FD, SELECT, FRAC, BXNBTS, MINBTS, C,
ALPHA, rUFSZE, GAMMA, FLAG, *

INCLUDE MACAl
IMPLICIT INTEGER ( A - Z

INCLUDE GIPCOd
INCLUDE ERROR
INCLUDE TTCOM

CHARACTER FD ( .FDLENGTH )
CHARACTER FDIO ( .FILbAgELENGTH )
CHARACTER ALT, BELLS
LOGICAL FLAG
REAL FRAC, C, ALPHA, GAMMA

DATA ALT, BELLS / .ALTCHR, .BELCER /

CALL PPUSH ( 'DPCMCI'
S
# GET NAME INTO SYSTEM STANDARD FOPR..AT
S

IF ( .OK - OSGTNM ( PD, FDIO ) ) GO TO 9999
S

WRITE (RJNOT,6000) FDIO, BELLS, ALT
6000 FORMAT ( SELECT DPCM PREDICTOR FOR ',.FILENAMELENGTR Al,/,

(2) 2-D DPCM FLAT MODEL LSE'/,
(3) MOD DPCM FLAT MODEL LSE'/,
(4) 2-D DPCM FLAT MODEL MVE'/,
(5) MOD DPCM FLAT MODEL MVE'/,
(6) 2-D DPCM SLOPED MODEL LSE'/,

1 (7) MOD DPCM SLOPER MODEL LSE'/,
* (8) 2-D DPCM SLOPED MODEL MVE'/,
1 (9) MOD DPCM SLOPER MODEL MVE'/,
2A1 )

IF ( .0K GETI ( FDRUNI, SELECT ) ) GO TO 9999

t CHECK FOR LEGAL SELECTION NUMBER

WHILE ( SELECT < 2 I SELECT > 9

WRITE (TTTOT,6000) FDIO, BELLS, ALT
IF ( .OK - GETI ( FDTTYI, SELECT ) ) GO TO 9999

SS)

7WRITE (RUNOT,6010) BELLS, ALT
6010 FORMAT ( ' ENTER FRACTION OF STANDARD DEVIATION'/,
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THAT RANGE OF DITHER SHOULD BE -- ', 2Al )
IF ( .OK GETS ( FDRUNI, TRAC ) ) GO TO 9999

WRITE (RUNOT,6020) BELLS, ALT
6020 ?ORBAT ( ' ENTER MAX BITS -- ', 2A1 )

IF ( .OK -- GETI ( FDRUNI, MXNBTS ) ) GO TC 9999
9

WRITE (RUNOT,6025) BELLS, ALT
6025 FORMAT ( ' ENTER MIN BITS -- ', 2AI

IF ( .OK -= GETI ( FDRUNI, MINBTS ) ) GO TO 9999
9

WRITE (RaROT, 6030) BELLS, ALT
6030 FORMAT ( ' INTER CHANNEL CARACITY--', 2AI )

IF ( .OK -- GETR ( FDRUNI, C ) ) GO TO 9999
9

WRITE (RUNOT,6040) BELLS, ALT
6040 FORMAT ' INTER DISTORTION MODEL CONSTANT -- ',

2A1 )
IF ( .OK -= GETS ( FDRUNI, ALPHA ) ) GO TO 9999

S

WRITE (RUNOT,6050) BELLS, ALT
6050 FORMAT ( ' ENTER BUFFER SIZE -- ', 2A1 )

IF ( .OK - GETI ( FDRUNI, BUFSZE ) ) GO TO 9999

WRITE (RUNOT,6060) BELLS, ALT
6060 FORMAT ( ' MON-CAUSAL (0)? OR CAUSAL (1)?--', 2Al )

IF .0K - GETI ( FDRUNI, KK ) ) GO TO 9999
IF C KK 1

FLAG = .TRUE.
WRITE (RUNOT,6070) BELLS, ALT

6070 FORMAT ( I ENTER UPDATING CONSTANT -- ', 2AI
IF ( .OK GETR ( FDRUNI, GAMMA ) ) GO TO 9999

S)
ELSE FLAG a .FALSE.

CALL PPOP
* •RETURN S

9999 CONTINUE
S

RETURN 1
END

I
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t--DPCBDC ON-CAUSAL AND CAUSAL DPCM DATA COMPRESSION MID

# IDENTIFICATION

TITLE DPCmDC
# AUTHOR OSCAR A. ZUNIGA

VERSION A.01
# DATE JULY 16, 1979
# LANGUAGE RATFOR
# SYSTEM IBM-370

# PURPOSE

THIS ROUTINE READS BLOCKS FROM AN INPUT IMAGE IN A SCAN
# RASTER BODE AND PERFORMS I MON-CAUSAL OR CAUSAL HIT ALL-

* OCATION DPCR ON THOSE BLOCKS USING A NUMBER OF DPCM TEC-
* HNIQUES AS SELECTED BY THE USER.

S ENTRY POINT

* DPCMDC ( FDI, FDI2, FDO, BND, WORK, WPKSIZ, SELECT,
# FRAC, C, ALPHA, GAMMA, BUFSZE, NXNBTS,
# MINBTS, FLAG, IEV, AILTRET

# ARGUMENT LISTING

FDI INT FILE DESCRIPTOR FOR INPUT IMAGE
# FD12 INT FILE DESCRIPTOR FOR LOW PASS FILTERED
# IMAGE
# FDO INT FILE DESCRIPTOR FOR OUTPUT IMAGE

BND INT IMAGE BAND TO PROCESS
WORK INT WORK ARRAY TO HOLD INPUT AND OUTPUT

# BUFFERS
# WRKSIZ INT SIZE OF WORK ARRAY
0 SELECT INT SELECTION NUMBER FOR DPCS TECHNIQUE
# FRAC REAL FRACTION OF STANDARD DEVIATION THAT
# RANGE OF DITHER SHOULD BE
0 C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL
0 ALPHA REAL DISTCRTION MODEL CONSTANT
# GAMMA REAL CONSTANT USED TO UPDATE THE EXPECTED
# AVERAGE VARIANCE IN CAUSAL SIT ALLOCA-
# TION DPCM
# BUFSZE INT THE SIZE OF THE BIT BUFFER
# MXNBTS INT THE ALLOWED MAXIMUM NUMBER OF BITS PER
* PIXEL FOR ANT BLOCK
# NINBTS INT THE ALLOWED MINIMUM NUMBER OF BITS PER
* PIXEL FOR ANY BLOCK
* FLAG LOG TRUE FOR CAUSAL BIT ALLOCATION AND FALSE

F# OTHERWISE.
#tIEV INT INTEGER EVENT VARIABLE
# ALTRZT INT ALTERNATE ERROR RETURN

* INCLUDE FILES/COMONS
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dACAl INCLUDE MACRO FILE FOR TOKEN DEFINITION

PROGRAM ENVIRONMENT

# THE INPUT IMAGE SHOULD BE PREPROCESSED IN THE FOLLOW-
# ING HMANER BEFORE BEING USED IN THIS PROGRAM:
s

(1) MOVE TOP LINE TO THE BOTTOM AND LEFT COLUMN TO THE
RIGHT. THIS CAN BE DONE BY USING THE 'FLPEGS' COM-
AND IN GIPSY.

(2) BLOCK THE RESULTING IMAGE IN RECTANGULAR BLOCKS USING
# THE 'BLOCK' COMMAND IN GIPSY.

THE OUTPUT IMAGE SHOULD BE POSTPROCESSED IN THE FOLLOWING
HAMNER AFTER USING THIS PROGRAM:

s (1) PUT THE IMAGE IN LINE FORMAT USING THE 'BLOCK' COMMAND
# IN GIPSY.
# (2) DELETE THE BOTTO LINE AND THE RIGHTMOST COLUMN lN THE
# IMAGE. ADD A NEW LINE AT THE TOP USING THE TOP LINE OF
8 THE ORIGINAL IMAGE. ADD ALSO A NEW COLUMN AT THE LEFT
8 USING THE LEFT COLUMN OF THE ORIGINAL IMAGE. THIS CAN BE
# DONE BY USING THE COMMAND IRSTEGS' IN GIPSY.

ALGORITHM

REFER TO CHAPTER EIGHT IN THE PROJECT REPORT.

ROUTINES CALLED

PPUSH PUSHES PROGRAM NAME INTO ERPOR STACK (PRIITIVE)
PPOP POPS PROGRAM NAME FROM ERROR STACK (PRIMITIVE)
RDKINL INITIALIZES AND ACCESSES AN SIF FILE (PRIMITIVE)
CLOSE CLOSES AN SIF FILE (PRIMITIVE)

* CPYIDR GET DESCRIPTOR RECORDS FROM INPUT FILE (PRIMITIVE)
DSCNAM WRITE THE NAME DESCRIPTOR RECORD (PRIMITIVE)

# PDSCI WRITE INTEGER DESCRIPTOR RECORD (PRIMITIVE)
0 PDSCR WRITE REAL DESCRIPTOR RECORD (PRIMITIVE)
$ PDSCPS WRITE PACKED STRING DESCRIPTOR RECORD (PRIMITIVE)
* COPYDS COPY DESCRIPTOR RECORDS TO OUTPUT FILE (PRIMITIVF)
s BREAD READS FROM AN SIF FILE (PRImITIVE)
t RURITE WRITES TO AN SIP FILE (PRIMITIVE)

FIXBLK FIXES BCTTOE AND/OR RIGHT EDGES OF THE (GIPSY)
4 BOTTOM OR RIGHTMOST BLOCKS OF THE IN-4 PUT IMAGE.
8 GETEGS GETS THE NEIGHBORING EDGES OF THE BLCC- (GIPSY)
# KS AT THE TOP AND AT THE LEFT OF THE

CURRENT BLOCK IN THE RECONSTRUCTED I-
8 BAGE
* UPDEGS UPDATES THE BUFFERS WHICH STORE ALL (GIPSY)

TOP EDGES IN A ROW OF BLOCKS AND ALL

LEFT EDGES IN A COLUMN OF BLOCKS
BKDPCK CREATES QUANTIZATION TABLE AND PEEFO- (GIPSY)

* RlMS DPCH ON INPUT BLOCKS
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MVARDL COMPUTES MEAN AND VARIANCE OF THE DIE- (GIPSY)
* FERENCE BETWEEN TWO BLOCKS
# NBITAL PERFORMS A NON-CAUSAL BIT ALLOCATION (GIPSY)
0 ON THE BLOCKS OF THE INPUT IMAGE
# CBITAL PERFORMS A CAUSAL BIT ALLOCATION ON (GIPSY)
# THE BLOCKS OF THE INPUT IMAGE

SUBROUTINE DPCMDC ( FDI, TD12, FDO, 8ND, WOCRK, WBKSIZ,
SELECT, FRIC, C, ALPHA, GAMMA, BUFSZE,
MINETS, LINBTS, FLAG, IEV,

INCLUDE MACAl
INPLICIT INTEGER ( A - Z
CHARACTER EDI ( .FDLENGTH ), FDO ( .FDLENGTB
CHARACTER FD12 (.DLENGTH

INTEGER IDENT ( 20 ), JDENT ( 20
INTEGER IDNT2 ( 20
INTEGER WORK ( WRKSIZ ), Z C 33 )
REAL FRAC, ERROR, MEAN, VAR, ALPHA, GAMMA, C
REAL ViARBUF ( 1024 )M, EAMBF ( 1024
LOGICAL FLAGS

EQUIVALENCE (NBTTS,IDENT(5)), (N DS,IDENT(12))
EQUIVALENCE (NPPL,IDENT(6)), (SLIN,IDENT(7))
EQUIVALENCE (MODE,IDENT(19))
EQUIVALENCE (NCOLS,IDENT(13)), (NPOUS,IDENT (14))
EQUIVALENCE (NPPL2,IDNT2(6)), (MLIN2,IDNT2(7))
EQUIVALENCE (NCOL2,IDNT2(13)), (NEOV2,IDNT2(14))

CALL PPUSH ( 'DPCNDC' )

IST = 359140257

S OPEN INPUT FILE

CALL RDKINL (FDI, IDENT, .OLD, IEV, %9998
CALL CLOSE ( DI )
CALL RDKINL ( FD12, IDNT2, .OLD, IEV, %9998
CALL CLOSE ( FD12 )

# CHECK IF SIZE OF INPUT FILES
# IS THE SAME

IF ( NPPL-,.NPPL2 I KLIN-uNLIN2 ) GO TO 9010
IF ( ICOLS-wNCOL2 I NRORS-=NROW2 ) GO TO 9020

DO I a 1, 20
JDZENT(I) 0
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JDENT(5) - NBITS
JDENT(6) - NPPL
JDENT(7) a BLIN
JDBNT (13) a MCOLS
JDENT(14) = NROWS
JDENT(17) 1 1
JDENT(20) - 1

* COPY DESCRIPTOR RECORDS FRCM INPUT IMAGES,
# ROUTINE NAME AND PARAMETERS TO TEMPORARY
i SEQUENTIAL FILE
#

CALL CPYIDR ( FDI, IDENT, .OPNTHP, IEV, 59998 )
CALL CPTIDR ( FD12, IDVT2, oNOOPNTHP, IEV, %9998 )

a

CALL DSCNAM C 'DPCHDC', IEV, 59998
8

CALL PDSCI ( INPUT IMAGE BAND NUMBER.', BUD, IEV, %9998
CALL PDSCI ( DPCH PREDICTOR (SELECT).', SELECT, IEV, %9998 )
CALL PDSCI 'BIT BUFFER SIZE .', BUPSZE, IEV, 99998 )
CALL PDSCI ( 'ALLOWED MAX *BITS/PEL ., MXNBTS, IEV, %9998 )
CALL POSCI ' ALLOWED MIN $BITS/PEL . ', INETS, 1EV, %9998 )
CALL PDSCR ( 'DITHER FRACTION . RAC, IEV, %9998
CALL PDSCR ( CHAINEL CAPACITY °', C, IEV, %9998 )
CALL PDSCR ( DISTORTION MODEL CONST .', A.LPHA, IEV, %9998

IF ( FLAG )$(.
CALL PDSCPS ( 'CAUSAL BIT ALLOCATION .', IEV, 19999 )
CALL PDSCR ( 'UPDATING CONSTANT .', GAMMA, IEV, %9998 )

$)
ELSE
CALL PDSCPS 'NON-CAUSAL BIT ALLOCAT.', IEV, %9998 )

S
* OPEN OUTPUT IMAGE AND COPY TO IT THE
* DESCRIPTOR RECORDS FROM TEMPORARY FILE

, I
CALL COPYDS ( FDO, JDENT, IEV, %9998

# ACTUAL NUMBER CRUNCHING
I

NBPC a ICEIL ( ILIN, NROWS
NBPR a ICEIL ( NPPL, NCOLS
NBLCKS a NBPC * NBPR
BLKSZE - NROWS * NCOLS
ZLEN a NCOLS + NROWS + 1
PT1 1

PT2 BLKSZE + PT1
PT3 NPPL * PT2
PT ' NLIN + PT3
PT5 S BLKSZE + PT4
PT6 a NBLCKS + PT5
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* GET TOP AND LEFT EDGES IN THZ
# ORIGINAL IMAGE

DO I 1, NBPC
S(

BLINO - ( NBPE - 1I NBPC + I
CALL BREAD ( FDI, WORK(PT1), BND, BLKNO, rDENT,

.WAIT, IEV, %9999
DO K =1, NROWIS

VORK(NEOWS*(I-1) *PT3*K-1) -iORK(NPOWS*(NCOLS-1)tK)
S)

DO J - 1, NBPS

S(
BLKNO - 3J NEPC
CALL BREAD (FDI, WORK(PTI), BND, BLKNO, TDENT,

.WAIT, 1EV, %9999
DO K = 1, SCOLS

WORK (NCO LS*(J-1) +PT2+K-1) -WORK (NROWS*K)
S)
CORNE -WORK(PT2+RPPL-1)

# CORRECT EDGES

WORK (PT24NPPL-1) - WORK (2T2+NPPL-2)
WORK(PT3.NLIN-1) =WORK(PT3*NLIN-2)

* COMPUTE MEAN AND VARIANCES
* FOR EACH BLOCK IN THE 15AGE

DO I -1, NBPC
DO 3 - 1, NBPE
S(

B.LKNO - NSPC *(J + I
NUN - NBPR *(I - I ) +
CALL BREAD (FDI, WORK(PT1), END, BLKNC, IDENT,

.WAIT, IEV, %9999)
CALL FIXBLK ( ORK(PT1), 1, J, NBPC, NBPS,

NEOWS, NCOLS)
CALL BREAD CFD12, WORK(PTS), BND, BLKNO, ID)NT2,

w ~WAIT, IEV, %9999)
CALL MVARDL ( ORK(PT1), WORK(PT5), aFAN, VAR,

BLKSZE
VARBUF (NUN V AR
MEANB? NUN ) MEAN

* PERFORM A CAUSAL OR NOR-CAUSAL
* BIT ALLOCATION

IF ( ?LAG
CALL CBITAL (VARBaF, WCK(PT6), NBLCKS, BLKSZE,

ALPHA, GAMMA, C, MXNBTS, n'INBTS,
BUFSZE, NSPC, NEPR
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IF ( FLAG
CALL NBITAL (VIEBrJF, WORK(PT6), NBLCKS, BLKSZE,

ALPHA, C, MXND'rS, MINBTS, BUESZE,
NBPC, NBPR

* NOW READ EACH BLOCK IN THE IMAGE
IN A EASTER SCAN MODE AND FECCESS

DO I -1, NEPC

NITCNR a WORK CNROWS*I + PT3 - 1)
DO J - 1, 11BPS
S(

BLKNO - NBPC J - 1 + I
NUN - 11BPS *(I - 1 ) + 3
CALL BREAD (FDI, WORK(PI'1), BND, BLKNC, IDENT,

.WAIT, I2V, %9999 )
CALL RREAD (FD12, WORK (PT5) , END. BLKNC, IDNT2,

.9AIT, IZV, %9999)
MEAN a MANBF NUN
VAR VARBUY N UN
BTRATE - WORK (PT6 + NUR - 1)
CALL GETEGS ( WORK (PT2) , WORK (PT3),

CORN!, UPPL, NLIN, 1, 3,
NROWS, NCOLS, Z, ZLEN )

CALL FIZELK ( WORK(PT1), I, 3, NBPC, NEPS,
MEOWS, NCOLS )

CA.LL BKDPCM ( WOBK(PT1), WOpK(PT4), WORK(PT-))
Z, ZLEN, MEAN, VAR, NROWS, NCOLS,
BTEATE, FRAC, 1ST, SELECT, ERROR)

CALL RWRITZ ( FDO, WORK(PT4), BND, B7tKNO, JDENT,
.VAIT, IEV, %9999

CALL UPD2GS ( WORK(PT4) * WORK(PT2) * WORK(PT3) .
CORNR, NPPL, NuIN, 1, J,
NROWS, NCOLS

* 3)
CORNS - NITCNE

S)

8000 CONTINUE

CALL CLOSE ( I)
CALL CLOSE CFD12
CALL CLOSE (FDO
CALL PPOPI RETURN

* ABNORMAL CONDITIONS

C9010 CONTINEE

* INPUT FILES ARE NOT THE
* SAME SIZE
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IEV 2 -5021

GO TO 9999

9020 CONTINUE

4 INPUT FILES NOT THE SAME BLOCK
# SIZE

IEV a -50223
GO TO 9999

9998 CONTINUE

# READ OR WRITE ERROR

CALL CLOSE ( FDI
CALL CLOSE ( FD12
CALL CLOSE ( FDO

9999 RETURN 1

END

4
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8--MVARDL s'-AN AND VARIANCE OF A LINE OF DIFFERENCES MID

# IDENTIFICATION
0
# TITLE EVARDL
0 AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
$ DATE AUGUST 31, 1978
# LANGUAGE RATFOR
# SYSTEM IBM-370

s PURPOSE

# THIS ROUTINE COMPUTES THE MEAN AND VARIANCE OF THE
# DIFFERENCE OF TWO LINES OF INTEGER DATA.
I

# ENTRY POINT
#
# MVARDL ( LIXEl, LINE2, DNEAN, DVAR, RUPPY'.
I

# ARGUMENT LISTING
$
# LINEl INT FRST LINE OF DATA
* LINE2 INT SECOND LINE OP DATA

s DMEAN REAL MEAN OF THE DIFFERENCE LI.E
# DVAR REAL VARIANCE OF THE DIFFERENCE LINE
t NUMPPL INT NUMBER OF PCINTS PER LINE
I

ROUTINES CALLED
S

* NONE
S

S

SUBROUTINE MVARDL ( LINEl, LINE2, DMEAN, DVAR, NUMPPL

INTEGER LINE1 (NUMPPL), LINE2(NUMPPL)
REAL DMEAN, DVAR, SUN, SUM2

SUN 0.
SUM2 0.

DO I = 1, NURPPL
SUM - SUM + LINEl(I) - LINE2(I)

DMEAN - SUM/NUMPPL

DO I - 1, IUrPPL
SUM2 - SUM2 + (LINEl(I)-LINE2(I)-DEAN)**2

DVAR = SUM2 / NUMPPL

RETURN
1END
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*--CBITAL CAUSAL PCM BIT ALLOCATION MID

# IDENTIFICATION

# TITLE CBITAL
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 21, 1979
# LANGUAGE RATFOR

SYSTEM IBM-370

# PURPOSE

# THIS ROUTINE PERFORMS A CAUSAL BIT ALLOCATION ON
# THE BLOCKS OF AN IMAGE

# ENTRY POINT

# CBITAL ( VARBUZ, OBITAB, NBLCKS, BLKSZE, ALP.HA,
* GAMMA, C, MIUBTS, MINBTS, BUFSZE,
# NBPC, NBPR

# ARGUMENT LISTING

# VARBUF REAL 1-D ARRAY CONTAINING THE VARIANCES OF
THE DPCM CORRECTIONS EON EACH BLOCK

OBITAB INT 1-D OUTPUT ARRAY CONTAINING THE BIT
ALLOCATIONS FOR EACH BLOCK

# NBLCKS INT THE NUMBER OF BLOCKS IN THE IMAGE
# BLKSZE INT THE SIZE OF EACH BLOCK
# ALPHA REAL DISTORTION MODEL CONSTANT
* GAMMA REAL CONSTANT PARAMETER FOR UPDATING THE
# ESTIMATION OF THE AVERAGE OF
# THE FUTURE VARIANCE.

C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL
# NXNBTS INT THE ALLOWED MAXIMUM NUMBER OF BITS PEP
# PIXEL FOR ANY BLOCK
# NINBTS INT THE ALLOWED MINIMUM NUMBER OF BITS PER
# PIXEL FOR ANY BLOCK
# BUFSZE INT THE SIZE OF THE BIT BUFFER
* IBPC INT NUMBER OF BLOCKS PER COLUMN
# VBPR INT NUMBER OF BLOCKS PER ROW

# INCLUDE FILES/COMMONS

s L G ACIT INCLUDE MACRO FILE FOR TOKEN DEFINITICN

# ALGORITHM

# T AE ALGORITHM USED IN THIS ROUTINE IS BASEE ON PATE DIS-
*TORTION THEORY ASSUMPTIONS FOR GAUSSIAN DATA. UNDER THIS
# ASSUMPTIONS THE RELATION BETWEEN MEAN SQUARE OUANTIZATION
# ERROR AND BIT RATE FOR EACH BLOCK IS GIVEN IT :
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* ESE VAR * EXP ( -ALPHA*NBITS

* WHERE MSE MEAN SQUARE QUANTIZATION ERROR
# VAR VARIANCE ASSOCIATED WITH THE BLOCK
1 ALPHA DISTORTION MODEL CONSTANT
* NBITS THE BIT RATE
I

# IF VAI1, VAR2, ..... ,VARK ARE THE VARIANCES OF THE DPCM
* CORRECTIONS FOR THE K BLOCKS IN THE IMAGE, C IS THE
* DESIRED CHANNEL CAPACITY, THEN IT CAN BE SHCWN THAT
* THE OPTIMAL BIT-ALLOCATION FOR EACH BLOCK IS GIVEN BY:
I

* NBITS(K) = C + (1/ALPHA) * (LN(VARK) - LN(ARF)
I
# LN(VARP) - (1/K) * SUn LN(VARI)
* I1, K

* OBSERVATION OF THIS RELATION INDICATES THAT BIT ALLOCATION
* TO A PRESENT BLOCK DEPENDS ON THE ESTIMATICN OF ONLY ONE
# FUTURE PARAMETER, IE, LN(VARF). THIS ROUTINE ESTIMATES
# INITIALLY LN(VARF) AS LN(VAR1) FOR THE FIRST BLOCK AND SUB-
# SEQUENTLY UPDATES THIS ESTIMATION IN THE FCLLCWING FASHION:
I
* LII(VARF;I.1) = (1-GRMA)*LN(VARF;I) + GAMMA*LN(VARI)
I

I* THE INDEXES I. AND I REFERS TO THE ESTIMATION FOR THE
* (I+1)TH AND ITH BLOCK RESPECTIVELY. VARI IS THE TRUE
# VARIANCE OF THE ITH BLOCK.
I
I FOR EXPLANATION OF BUFFER HANDLING REFER TC THE TECHNI-
*CAL REPORT, CHAPTER 8.
I

* ROUTINES CALLED
I

# BITALO BIT ALLOCATION OUTPUT (GIPSY)

SUBROUTINE CBITAL ( VARBUF, OBITAB, NBtCKS, BLKSZE,
ALPHA, GAMMA, C, MXNBTS, MINBTS,
BUYSZE, NBPC, NBPR

INCLUDE MACA1
INTEGER OBITAB ( NBLCKS
INTEGER BTSLFT, BKSLFT, BUFSZE, BLKSZE
INTEGER CBITS, BSTATE, BUTBTS, BTSOUT
REAL VARBUF ( NBLCKS ), LNVARF, LNVARP
LOGICAL FLAG

I ESTIATE AVERAGE VARIANCE AS THE
* VARIANCE FOR THE FIRST BLOCK

2
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VARF VABBUP (1
LNARE ALOG (VARF
ALPEITV 1. /ALPHA
DTSLPT a C *VBLCKS
BISLZT s NBLCKS
IF ( C < 1. ) IAKSLF C B KSLFT
ELSE IBNSI.? - KSLFT
IP ( BTSLPT <= IBKSLY FLAG - .TBUZE.
ELSE FLAG a FALSE.

CBITS C
IF ( C -CBITS > 0. ) CBITS CBITS + 1
BTSOUT IROUND CC*BLKSZE

* ASSURE BUFFER INITIALLY HALF FULL

ESTATE =BUFSZE / 2
BUFBTS =(BUFSZE + DTSOUr - ESTATE ) BLKSZE

* ALLOCATE BITS TO EACH BLOCK; UPDATE
t ESTIMATION OF AVERAGE VARIANCE AND
0 PREVENT BUFFER OVERFLOW OF UNDERFLOW

DO 9 = 1, NBLCKS

LNVAIP =ALOG ( VARBUF ( K
BTEATZ C + ALPHIV * ( LNVARP -LNVARF

OBITS =IROUND ( BTRATE
IF ( ESTATE <= BTSOUT

NBITS - M AIO ( NBITS, CBITS
EDITS - NINO ( NBITS, AIXNBTS, BTSLFT)

S)
ELSE

NBITS = MAIO ( NDITS, MINBTS
EDITS =NINO ( NBITS, MNBTS, BTSLFT, BUFBTS

S)
IF ( FLAG ) EITS a 12INO ( NDITS, 1
OBITAB (K) NDITS
BTSLFT a TSLYT - NBITS
DKSLFT = BKSLFT - I

ESTATE = STATE + NBITS*BLKSZE - BTSOUT*1 UFETS -( BUFSZE + BTSOUT - BSTATE ) BLKSZE
I? ( C < 1. ) IBKSLF uC * BKSLFT
ELSE IBKSLP BKSLPT
IF ( BTSLFT <- IBKSLF ) FLAG =.TRUE.
ELSE FLAG a .FALSE.

oi S LNVARF - (1.-GAd5A)*LNVA11F + GAMNA*LNVLRP

IF ( BTSLFT > 0
OBITAD NBLCKS ) INO B TSLZT, MZNBTS
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I CALL BITALO OBGITAS, NBPC, NBPR, K. BTSLFT, BKSLFT)

R ETUR N
END
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#--NBITAL VON-CAUSAL DPCM OPTIMAL BIT ALLOCATION MID

# IDENTIFICATION

s TITLE NBITAL
# AUTHOR OSCAR A. ZUNIGA
* VERSION 1.o1
# DATE JULY 21, 1979
# LANGUAGE RATFOR
# SYSTEM IBM-370

# PURPOSE

# THIS ROUTINE PERFORMS A NON-CAUSAL BIT ALLOCATION ON
# THE BLOCKS OF AN IMAGE

# ENTRY POINT

# NBITUL ( VARBUF, OBITAB, NBLCKS, BLKSZE, ALPHA,
SC, .XNBTS, MINBTS, BUFSZE, NBPC, NBPR

* ARGUMENT LISTING

# VARBUF REAL 1-D ARRAY CCNTAINING THE VARIANCES OF
# THE DPCM CORRECTIONS FCR EACH BLOCK
# OBITAB INT 1-D OUTPUT ARRAY CONTAINING THE BIT
# ALLOCATIONS FOR EACH BLOCK
#. NBLCKS INT THE NUMBER OF BLOCKS IN THE IMAGE
# BLKSZE INT THE SIZE OF EACH BLOCK

ALPHA REAL DISTORTION MODEL CONSTANT
C REAL THE CHANNEL CAPACITY IN BITS PER PIXEL

# MXNBTS INT THE ALLOWED MAXIMUM NUMBER OF BITS PEP
# PIXEL FOR ANY BLOCK
# MINBTS INT THE ALLOWED MINIMUM NUMBER OF BITS PER
# PIXEL FOR ANY BLOCK
# BUFSZE INT THE SIZE OF THE BIT BUFFER
# NBPC INT THE NUMBER OF BLOCKS PER COLUMN
# NBPH INT THE NUMBER OF BLOCKS PER ROW

# INCLUDE FILES/CO 1MONS

# MACAl INCLUDE MACRO FILE FOR TOKEN DEFINITION

# ALGORITHM

# 9THE ALGORITHM USED IN THIS ROUTINE IS BASED ON RATE DIS-
# TORTION THEORY ASSUMPTIONS FOR GAUSSIAN DATA. UNDER THIS
0 ASSUMPTIONS THE RELATION BETWEEN MEAN SQUARE QUANTIZATION
# ERROR AND BIT RATE FOR EACH BLOCK IS GIVEN BY :
#
SS3 a VAR * EXP ( -ALPHA*NBITS )

# WHERE MSE MEAN SQUARF QUANTIZATION ERROR
# VAR VARIANCE ASSOCIATED WITH THE BLOCK
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# ALPHA DISTORTION MODEL CONSTANT
# NBITS THE BIT RATE

# IF VARl, VAR2, ..... ,VARK ARE THE VARIANCES CF THE DPCM
0 CORRECTIONS FOR THE K BLOCKS IN THE INAGE, C IS THE
# DESIRED CHANNEL CAPACITY, THEN IT CAN BE SHCiN THAT
0 THE OPTIMAL BIT ALLOCATION FOR EACH BLOCK IS GIVEN BY:

NBITS(K) = C + (1/ALPHA) * fLN(VARK) - LN(VARF )

# LN(VARF) - (1/K) * SUn LX(VARI)

# 1, K
# FOR EXPLANATION OF BUFFER HANDLING REFER TC THE TECHNI-
0 CAL REPORT, CHAPTER 8.

# ROUTINES CALLED
0
0 BITALO 'BIT ALLOCATION OUTPUT (GIPSY)

SUBROUTINE NBITAL ( VARBUF, OBITAB, NBLCKS, DLKSZ-,
ALPHA, C, MXINBTS, MINBTS,
BUFSZE, NBPC,'.BPR

INCLUDE MACAl
INTEGER OBITAB(NBLCKS), BTSLFT, SKSLFT, BUFSZE
INTEGER CEITS, BSTATE, BUFBTS, BTSOUT, BLKSZE
REAL VAEBUF(NBLCKS), LNVAR.F

$
# COMPUTE THE LOG OF THE AVERAGE

* I VARIANCE
JI

SUM 0.
DO K = 1, NBLCKS

SUN a SUB + kLOG ( VARBUF(K)

LNVARF a SUN / NBL,.KS
ALPHIV = I. / ALPHA
BTSLFT = C * NBLCKS
CBITS C
IF ( C - CITS > 0. ) CBITS a CBITS 1 1
BTSOUT = IROUND ( C * BLKSZE

* ASSUME BUFFER INITIkLLY HALF FULL

BSTATE BUFSZE / 2
BUFETS ( BUFSZE + BTSOUT - BSTATE ) / BLKSZE

# ALLOCATE BITS TO EACH BLOCK AND
* PREVENT OVERFLOWING OR UNDERPLOWING
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* THE BUFFER

0O K 1, a BLCKS

VkR VARBUF(K
BTRATE C + . &LPHIV A LOG(VAB) -LNVABF

NBlTS aIROUNr ( STRATE
17? ( BSTITE <= BTSOUT

YBuTS - AZO (HIlTS, CBITS
YBITS = NINiO (MBITS, BTSLFT, M1ZMBTS

S)
ELSE

WHITS - MkXO ( MITS, dINBTS
NBlTS - NINO ( MITS, BTSLFT, dXNBTS, SUFSTS

S)
OBIrAB (K) 'a NBTS
ETSLPT' - ETSLFT - NBITS
EKSLFT - NELCKS - K
BSTATE - ESTATE + NBITS*BLKSZE - BTSOUT
BurBTS - ( BUFSZZ + STSOUT - ESTATE Z BLKSZZ
IF ( BTSLFT <= EKSLFTT*M5N2TS ) BREAK

LSTELK =K
I7 ( BKSLFT >= f

K= NBLCKS - BKSLFT + 1
DO K = KK, 1BLCKS

OBITLB(K) = MINBTS
S)

* CALL BITALO COBITAB, NBPC, NEPR, LSTBLK, BTSLFT,
* EXSLFT

RETURN
END
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*--BITALO BIT ALLOCATION OUTPUT MID

# IDENTIFICATIONa
# TITLE BITALO
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
s DATE JULY 22, 1979
* LANGUAGE RATFOR
* SYSTEM IBa-370

4 PURPOSE
S

# THIS ROUTINE WRITES TO THE USER'S TERMINAL INFORM ATION
# CONCERNING THE RESULT OF A BIT ALLOCATION PROCESS.a
* ENTRY POINT
I

4 BITALO ( OBITAB, NBPC, NBFR, LSTBLK, BTSLFT, BKSLFT
s
I ARGUMENT LISTINGa
a OBITAR INT THE OUTPUT BIT ALLOCATION TABLE
* NBPC INT THE NUMBER OF BLOCKS PER COLUMN
* NBPR INT THE NUMBER OF BLOCKS PER RCW
* LSTBLK INT THE LAST BLOCK ALLOCATED NON ZERO BITS

BTSLFT IBT THE BITS LEFT IN THE BUFFER
a BKSLFT INT THE BLOCKS LEFT (ALLOCATED ZERO BITS)
a

s INCLUDE FILES/COdONSa
MACAl INCLUDE MACRO FIE FOR TOKEN DEFINITION

* TTCOM INCLUDE INCLUDE FILE FOR TERMINAL & RUNFILE I/O
I
* ROUTINES CALLED

* NONE
S

SUBROUTINE BITAIC C OBITAB, NBPC, NBPR, LSTELK, BTSLPT,
BKSLFT

1 : INCLUDE MAC1l
IMPLICIT INTEGER ( A - Z

INCLUDE TTCOM
INTEGER OBITAB ( NBPR, NBPC

WRITE C TTYOT, 6000 ) LSTBLK, BTSLFT, BKSLFT
6000 FORMAT [ /10X, 'LAST BLOCK BITS LEFT BLOCKS LEFT',//,
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131, '14, 8X, 14, 8X, 14 )

WRITE ( TT!OT, 6010 )

6010 FOBSAT ( // )

DO J a 1, NBPC
WRITE ( TTYOT, 6020 ) (OBITAB I,J), I = 1, VBPR

6020 FOBAT ( 10X, 1612 )

RETURN
END
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8--FIZBLK FIX BOTTOM AND RIGHTMOST IMAGE BLOCKS MID
S

* IDENTIFICATION
*

* TITLE FIXBLK
* AUTHOR OSCAR A. ZUNIGA
* VERSION A.01
* DATE MAY 15, 1979
* LANGUAGE RATFOR
* SYSTEM IBM-370
S

* PURPOSE
*

* THIS ROUTINE FIXES THE BOTTOM AND/OR RIGHT EDGES OF THE
# BOTTOM OR RIGHTMOST BLOCKS OF THE IMAGE.
S

* ENTRY POINT
S
# FIXBLK ( INELK, IB, JB, NBPC, NBPR, MR, NC
S

# ARGUMENT LISTING
S

# INBLK INT THE INPUT BLOCK
# IB INT THE POSITION OF A BLOCK IN A
* COLUMN OF BLOCKS
* JB INT THE POSITION OF A BLOCK IN A
* ROW OF BLOCKS
# NBPC INT THE NUMBER OF BLOCKS PER COLU N
* NBPR INT THE NUMBER OF BLOCKS PER ROW

NH INT THE NUMBER OF ROWS IN A BLOCK
* NC INT THE NUMBER OF COLUMNS PER BLOCK
S

f ALGORITHM
S
S IF A BLOCK AT THE BOTTOM IS TO BE FIXED THE LAST

ROW IN THE BLOCK IS REPLACED BY THE NEXT TO THE
* LAST ROW. IF A BLOCK AT THE RIGHT IS TO BE FIXED
, S THE LAST COLUMN IN THE BLOCK IS REPLACED BY THE

# NEXT TO THE LAST COLUMN.

# ROUTINES CALLED
#
# NONE

#

S

SUBROUTINE FIBLK ( INBLK, I8, J, NBPC, NEPR,
MR, NC )*, S

IMPLICIT INTEGER A A - Z

INTEGER INBLK C ND, NC
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I

# CORRECT BLOCKS AT THE RIGHT
# AND IT THE BOTTOM
I

IF ( JB = NBPR )
DO K 1, 9H

INBLE ( K, NC ) = INBLK ( K, NC-i

IF ( IB = NBPC )
DO K = 1, HC

IVBLK ( NE, K ) = INBLK ( NE-1, K

RETURN
END
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#--GETEGS GET NEIGHBORING EDGES FROM PREVIOUS BLOCKS ID

* IDENTIFICATION

# TITLE GETEGS
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
s DATE MAY 16, 1979
# LANGUAGE RATFOR
# SYSTEM IBM-370

* PURPOSE

s GIVEN THE POSITION OF A BLOCK IN IN IMAGE THIS ROUTINE
* OBTAIN THE NEIGHBORING EDGES COOING FROM PREVIOUS PRO-
* CESSED TOP AND LEFT BLOCKS.

* ENTRY POINT

* GETEGS C TOPEDG, LFTEDG, CORNR, NPPL, NLIN,
# I3, JR, NR, NC, Z, ZLEN )
*

* ARGUMENT LISTING

* TOPEDG INT 1-D ARRAY OF SIZE NPPL CCNTAINING
* THE NEIGHBORING TOP EDGES COMING
# FROM THE PREVIOUS PROCESSED ROW OF
* BLOCKS
# LFTEDG INT 1-0 ARRAY OF SIZE NLIN CCNTAININC
* THE NEIGHBORING LEFT EDGES COMING
*FROM THE PREVIOUS PROCESSED COLUMN
* OF BLOCKS
* CORNR INT THE PREVIOUS PROCESSED VALUE AT
* THE CORNER OF A GIVEN BLOCK
* NPPL INT THE NUMBER OF POINTS PER LINE

NLIN INT THE NUMBER OF LINES IN THE
, IMAGE
# IB INT THE POSITION OF A BLOCK IN &
s COLUMN OF BLOCKS
9 J8 INT THE POSITION OF A BLOCK IN A
s ROW OF BLOCKS
s NE INT THE NUMBER OF ROWS PER BLOCK
# NC INT THE NUMBER OF COLUMNS PER BLOCK
s Z INT I-D ARRAY CONTAINING THE EDGES
# NEIGHBORING TO A GIVEN BLOCK
*' IN THE FOLLOWING ORDER: CCPNER,
S LEFT EDGE, TOP EDGE.
3 ZLEN INT THE SIZE OF THE ARRAY Z
0S

* ROUTINES CALLED

* NONE
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SUBROUTINE GETEGS (TOPIDG, LPTEDG, CORNE,
NPPL, SLLIN, IB, JB,
NR, mc, Z, ZLEN)

IMIPLICIT INTEGER A - Z)

INTEGER Z ( ZLE4
INTEGER TOPEOG (NPPL ), LF'TEDG ( NLfIN

S GET THE EDGES

Z(1) =COENE
DO K -1, NR

Z (K + 1 )=LFTEDG ( KR*(IB-1) +' K)
DO K =1, NC

Z (NR + K *1 )=TOFEDG (NC*(JB-1) *K)

R ET URN
LPN D
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0--BKDPCM DPCM A BLOCK OF DATA MID
#
# IDENTIFICATION
4
# TITLE BKDPCM
s AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULY 9, 1979
# LASGUAGE RATFOR
# SYSTEM IBM-370
I

# PURPOSE
I

# THIS SUBROUTINE QUANTIZES A BLOCK OF DATA USING A MAX
# QUANTIZER; DPCM THAT BLOCK USING ONE OF SEVERAL POSSIBLE
I DPCE TECHNIQUES; AND FINALLY CCMPUTES THE MEAN SQUARE
* ERROR BETWEEN INPUT AND OUTPUT BLOCK.

* ENTRY POINT

* BKDPCM ( INBLK, OTBLK, LFBLK, Z, ZLEN, MEAN,
# VAR, NR, NC, NBITS, FRAC, IST,
# SELECT, ERROR )
I

ARGUMENT LISTING
I

# INBLK INT 2-D ARRAY TO HOLD THE INPUT BLOCK
# OTBLK INT 2-D ARRAY TO HOLD THE CUTPUT BLOCK
s LFBLK INT 2-0 ARRAY TO HOLD A LOW PASS FILTERED
P VERSION OF THE INPUT BLOCK
# Z INT TOP 19ID LEFT NEIGHBORING EDGES OF THE
# INPUT BLOCK IN THE FOLLCWING ORDER:
# CORNER, LEFT EDGE, TOP EDGE.
# ZLEN INT THE LENGTH OF THE EDGES ARRAY Z
, MEAN REAL THE MEAN OF THE DPCM CORRECTIONS
# VAR REAL THE VARIANCE OF THE DPCM CORRECTIONS
# NE INT NUMBER OF ROWS IN INPUT BLOCK
t NC INT NUaBER OF COLUMNS IN INPUT BLOCK
# NBITS INT THE NUMBER OF QUANTIZING BITS
s FRAC REAL FRACTION OF STANDARD DEVIATION THAT

* # RANGE OF DPCA DITHER SHOULD BE
$ IST DINT SEED FOR UNIFORM RANDOM NUMBER GENERATOR
# SELECT INT SELECTION NURBER FOR DPCM TECHNIQUES
s (2) 2-D DPCM FLAT MODEL LSE
* (3) MOD DPCM FLAT MODEL LSE
# (4) 2-D DPCM FLAT MODEL AVE
# (5) MOD DPCM FLAT MODEL LVE
# (6) 2-D DPCM SLOPED MODEL LSE
# (7) MOD DPCM SLOPED MODEL LSE
# (8) 2-D DPCM SLOPED MCD!L LIVE
s (9) MOD DPCM SLOPED MODEL ,IVE
# ERROR REAL THE MEAN SQUAPE ERROR EETEEN INPUT XND
* OUTPUT BLOCKS
I
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ROUTINES CALLED

# EGSINT 2-D INTERPOLATION BETWEEN EDGES (GIPSY)
I QTZSAM QUANTIZATION END POINTS AND MEANS (GIPSY)
# DPCM2L TWO DIMENSIONAL ( 2-D ) DPCM (GIPSY)
8 DPCMUl MODIFIED 2-D DPCM ( USING LPF BLOCK ) (GIPSY)
# USE28 MEAN SQUARE ERROR (GIPSY)
#

#

SUBROUTINE BKDPCM ( IMBLK, OTBLK, LFBLK, Z, ZLEN, SEAN,
VAR, MR, NC, NBITS, FRAC, IST,
SELECT, ERROR

8
# TYPE STATEMENTS
I

IMPLICIT INTEGER ( A - Z
INTEGER*4 IST
INTEGER INBLK(NR,NC) , OTRLK(NR,NC) , LFBLK(NE,NC)
INTEGER Z ( ZL.EN )
INTEGER LNIN(20), LNOUT(20) , LNPOUT(20)
INTEGER LHLPP(20), LNXTLP(20)
INTEGER QTABLE(512)
INTEGER WGTS(16), WGTSX(27)
REAL QENDS(65), QMEANS(64), ERROR, MEAN, VAR
REAL RANGE, FRAC, SQET
DATA MAX /255/
DATA WGTS / 4*1,

5, 5, 7, 7,
-l, O, 1, 2,
-7, 6, 20, 35 /

DATA WGTSX / 2, 2, 1, 2, 1, 1, 2, 1, 1,
10, 7, 10, 7, 5, 7, 10, 7, 10,

9*1 /

# INITIALIZATIONS
#

HLEVLS = 2**NBITS
NCP1 -NC + 1
NCP2 = NC + 2
BLKSZE = NR*NC1' RANGE = FRAC*SQRT(VAE)

.4 1 TREAT NBITS a 0 SEPARATELY
#

IF ( NBITS - 0 )
~s(

C' CALL EGSINT ( Z, ZLEN, INeLK, OTBLK, NB, NC,
MAX, IST )

CALL MSERR ( INBLK, OTBLK, ERROR, NPPL )
RETURN

S)
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* COMPUTE THE END POINTS AND M1EANS UJSING
0 MAX QUANTIZED

CALL. QTZSAI H EAN, VAR, NEITS, QENDS, QIIEANS

Q13NDS (1) - MAX -1

QENDS(MLEVLSe1) =MAX

* COMPUTE SIZE OF QUANTIZING TABLE

NTABLE = 2*MAX + 1

* COMPUTE THE QUANTIZING TABLE

DO J -1, NL.EVLS

LOWEND -QENDS(J) + MAX +2
UPPEND - QENDS(J+l) + MAX + 1
DO I = LOVEND, UPPEND

QTkBLE(I) aIROUND(QMEANS(J))

* COMPUTE THE BLOCK OF OUTPUT

LNPOUT(l) -Z(l)
DO J3 = 1 MC

LNPOUT(J+1) = Z(1+NR.3)

IF CSELECT ==3 )SELECT - 7
IF CSELECT =a9 )SELECT - 5

IF (SELECT==2 I SELECT=-4 I SELECT-6 I SELECT==6

SLCT = (SELECT-2) *2 + 1
DO I1 1, NR

LNIN (1) - Z (1+1)
DO J z 1. NC

LNIN(J+1) aINELK(I,J)

CALL DPCH21: LNIN, tICP1, LNPOUT, LNOUT,
QTABLE, NTABLE, MAX, RANGE,
IST, UGTS(SLCT), NGEN, MOSED

DO J - 1, NC

OGTNE - 8INO ( MAX, LNOUT(Je1)
OTBLK(I,J) aOGTNE

LUPOUT (J+1) aOGTNE

$)
LNPOtJT(1) aZ(I+1)

S)
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'k

IF (SELECT-5 I SELECT-7

SLCT - (SELJECT-3) *9/2 + 1

DO I -1, NR

Ii - RINO ( 1+1, NR
LVIN (1) Z Z(1+ 1)
DO J -I, NC

LNIN (J +i) 1 INBLK(1, J)
LYLPF(J*'l) LFBLK(I,J)
LBITLP(J.1) zLYBLK(I1,J)

3)
LNXTLP(l) -LNXTLP(2)
CALL DPCIIXX ( LNIN, NCP1, LNLPF, LNXTLP, LNPOUT,

LNCUT, QTABLE, NTABLE, MAX. RANGE,
IST, WGTSX(SLCT), NGEN, NUSED

DO J =1, MC

OGTNE = MINO ( MAX, LNOU'riJ+1))
OTBLKI,J) =OGTNE

LNPOU'r(J~l) =OGTNE

LNPOUT(l) = Z(I41)

COMPUTE THE RflS EFROR

CALL MSERR (INELK, OTBLK, ERROR, NPPL

RETURN
END
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#--EGSINT 2-D INTERPOLATION BETWEEN EDGES AID

* IDENTIFICATION
8

# TITLE EGSINT
0 AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE JULr 3, 1979
# LANGUAGE HATFOR
# SYSTEM IBM-370

# PURPOSE
8

# THIS ROUTINE PERFORMS A 2-D INTERPOLATION BETWEEN THE
# EDGES OF A BLOCK IN A DPCH LIKE FASHION, AND THEN
# CORRECTS THAT ESTIMATION USING THE MEAN AND VARIANCE
# OF THE DIFFERENCE BETWEEN INPUT BLOCK AND INTERPOLATED
# BLOCK
8

# ENTRY POINT
8

* EGSINT ( Z, ZLEN, INBLK, OTBLK, NR, NC, MAX, IST
8

* ARGUMENT LISTING
8

8 Z INT THE TOP AND LEFT NEIGHBORING EDGES
* OF A BLOCK IN THE FOLLCWING ORDER:
* CORNER, LEFT EDGE, TOP EDGE.
* ZLEN INT SIZE OF THE EDGES AREAY

INBLK INT THE INPUT BLOCK
OTBLK INT THE ESTIMATED OUTPUT BLOCK BASED ON

# THE NEIGHBORING EDGES OF THE INPUT
# BLOCK
# NR INT NUMBER OF ROWS IN THE BLOCKS
# NC INT NUMBER OF COLUMNS IN THE BLOCKS
* MAX INT THE MAXIMUM GRAYTONE IN A BLOCK

I IST DIN SEED FOR UNIFORM RANDOM NUMBER
* GENERATCR

# ALGORITHM
8

8 THE INTERPOLATION IS DONE IN A DPCM LIKE FASHION BUT
# NO CORRECTIONS ARE ADDED. THE TOP AND LEFT NEIGHBORING
# EDGES CORING FROM PREVIOUS PROCESSED BLOCKS ARE USED
# TO INITIALIZE THE ALGORITHM. THE INTERPOLATED BLOCK IS
# CORRECTED BY ADDING UNIFORM NOISE WHOSE MEAN AND VARIANCEi EQUAL THAT OF THE DIFFERENCE BETWEEN INPUT AND INTERPOLA-
# TED BLOCK

* ROUTINES CALLED

I VARDL MEAN & VARIANCE OF A DIFFERENCE BLOCK (GIPSY)
a 3CM UNIFORM RANDOM NUMBER GENERATOR (GIPSY)

#
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SUBROUTINE EGSINT (Z, ZLEW, INBLK, OTDLK, NR, NC.
MAX, IST)

ISPLICIT INTEGER (A - Z
I14TEGER Z ( ZLEN ),INBLK M R, NC ),OTBLK C R, NC
INTEGER LNPCUT ( 20 ) , LNOUT ( 20
REAL MEAN, VAR, STDEV, SQRT, RCM, DITHR

BLKSZE = HE * NC
NcP1 NC + 1
LNPOUT(l) = Z(1)
DO K -1, SC

LSPOaT(K41) = Z(1+NBe+K)

DO 1 = 1, MR

LNOUT(l) =Z(1+1)
DO J =2, NCPI

JI = MINO ( Ji-l, NCP1
ISUM1 LNP0UT (J-1) + LNPOUT(3)
ISUM2 =LNPCUT(Jl) +LNOUT(J-1)
LSOUTiJ) =tISL1M + IrSU,2 + 2 4

DO J 1 NC

0T3LK(I,J) LNOQT(J*1)
LSPOUT(J+l) =LNOUTrNT+l)

LNPOUT(1) Z (1+1)

CALL 11VARDL (INRLK, GTE3LK, MIEAN, VAR, BLKSZ!
STDEV = SQET (VAR
DO I =1, NH

00 J - 1, NC

DITHER M EAN + STDEV *(RC[M(IST)-0.5
OGTIZ OTBLK(I,J) + IROUND (DITHER

OGTHE MAX0 0, OGTHE)
OGTNE MAINO OGTME, MAX)
OT BLK(I, J) zOGTNEI

SS

RETURN
IND
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C--QTZSAB MAX QUANTIZATION END POINTS AN MIDC
C IDENTIFICATION
C
C TITLE QTZSAM
C AUTHOR SAN SHANAUGAM
C VERSION A.01
C DATE OCTOBER 6, 1973
C LANGUAGE FORTRAN
C SYSTEM IBM-370
C
C UPDATE # 1
C
C AUTHOR OSCAR A. ZUBIGA
C DATE NOV 7, 1978
C VERSION 8.01
C LANGUAGE FORTRAN fV
C PURPOSE DOCUMENTATION CHANGED TO SYSTEM
C STANDARDS.
C
C
C PURPOSE
C
C GIVEN THE NUMBER OF BITS, THIS ROUTINE RETURNS THE UPPER
C BOUNDARIES AND THE MEANS OF A MAX QUANTIZER.
C
C ENTRY POINT
C
C QTZSAM ( IDAEAN, IDVAR, NBIT, QENDS, QMEANS
C
C ARGUMENT LISTING
C
C IDNEAN REAL BEAN OF THE DISTRIBUTION
C XDVAR REAL VARIANCE OF THE DISTRIBUTION
C NBIT INT NUMBER OF BITS AVAILABLE ( <- 6
C QENDS REAL THE 20*NBIT,1 END POINTS

' C QMEANS REAL THE 2**NBIT MEANS
*C '

C ALGORITHM
* C

. C LET X(1), 1(2),.., X(N+1), AND Y(1),..., Y(N) BE THE
C THE QUANTIZER END POINTS AND MEANS, IE. IF THE VARIA-
C BLE BEING QUANTIZED HAS A VALUE IN THE RANGE OF X(J)
C TO X(Jl), THEN THE CUANTIZER OUTPUT WILL BE EQUAL
C TO T(J). THE FIRST AND LAST END POINTS AR? USUALLY
C CHOSEN TO BE - AND + INFINITE RESPECTIVELY. THE REMAI-
C NING 1(J)'S AND (J) 'S ARE CHOSEN BY MINIMIZING THE
C MEAN SQUARE ERRCR.
C
C D a E ( (IIN-XOUT)**2

C WHERE E STANDS FOR THE EXPECTED VALUE, KIN IS THE IN-
C PUT TO THE QUANTIZER, AND XOUT IS THE OUTPUT Of THE
C QUANTIZER. THE SOLUTION TO THIS PROBLEM IS GIVEN BY:

312

" .- -- '..



C
C (1) Y(J) = 2*(J) - 1(J-1) J 2, 3,...., N
C
C (2) INTEGRAL ( (Z-Y(J))**2*P(Z)) = 0, J = 2,..., N
C
C P(.) IS THE PROBABILITY DENSITY FUNCTION OF THE INPUT
C SIGNAL. EQUATIONS 1 AND 2 ARE VALID FOR ANY DISTRIBUT-
C ION. FOR MOBMAL(0,1) DISTRIBUTION THE VALUES OF THE
C ENDPOINTS AND MEANS ARE SHOWN TABULATED IN REFERENCES
C I AND 2. THIS SUBROUTINE USES THESE TABLES.
C
C ROUTINES CALLED
C
C NONE
C
C REMARKS
C
C REFERENCES:
C 1. J. MAX, QUANTIZISG FCR MINIMUM DISTORTION, IEEE
C TRANSACTIONS ON INFORMATION THEORY, 1960, PP 7-13.
C 2. P. A. WINTZ AND A. J. KURTENBACH, ANALYSYS OF PCM
C TELEMETRY SYSTEmS, PURDUE UNIVERSITY TECH. REPORT,
C TR-E--67--19, DEC 1967.
C
C

C
C

SUBROUTINE QTZSAM (XDMEAN,XDVAR,NBIT,QENDS,QEANS)
C
C SET UP ARRAYS AND TABLES
C

DIMENSION I1(l) ,Y() ,12(2),Y2(2)
* DIMENSION 13(4) ,Y3(4) ,X4(8) ,Y4(8) ,X5(16) ,Y5(16)

DIMENSION X6(32),Y6(32),X7(64),Y7(64),X8(128),Y8(128)
DIMENSION QENDS(65),QMEANS(64)

"1 C
C

DATA 1l/0.0/,Yl/0.7980/
DATA 12/0.0,0.9816/,Y2/0.4528, 1.510/

C
DATA X3/0.0,0.5006,1.050,1.78/,3/0.2451,0.7560,1.31'I,2.152/

C

DATA IL/O.0,0.2582,0.522L4,O.7996,1.099, 1.4s37,1.84'1,42. LI01/

DATA Y4/0.1284,0.3881,0.6568,0.9424,1.256.1.618,

*2.069,2.733/
v: C

DATA X5/0.0,0.1320,0.2648,0.3991,0.5351,0.6761,0.8210,
s0.9718,1.130,1.299,1.L482,1.682,1.908,2.174,2.505,2.977/,
* 1S/0.0659,0.1981,0. 331'4,0. 14668,0.6050,0.7473,0.8947,
.1.0'9,1.212,1.387,1.577,1.788,2.029,2.319,2.692,3.263/

C
C
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C COMPUTE THE STANDARD DEVIATION
lSD-SQRT (XD VIR)

NAUs2*NN+ 1
NIX-FLOAT (2*NN)
STZP-6. 0/NIX

C
C PICK UP THE APPROPRIATE ENTRIES FBO04 THE

C TABLES AND STICK THEN IN CENDS QND QMEANS

C ADJUST FOB 3EAN AND ATANDARD DEVIATICN.

DO 10 1=1,113
GO TO (1,2,3,4,5,6,7),NBIT

QENDS (NI)-11 (1) *ISD4IDMEA N
QMEAS(UI)-Y1(I)*SDXDMEAN

GO TO 9
2 MNI11i+I

QLENDS (NMI) =12 (I) *XSD+XDIIEAS
QIIZANS (MII) 12 (I)*XSD.XDREAN

GO TO 9
3 111111411,

QENDS (N111) X 3 (1) * ISD.XDMEAN
QMEAZES (IINI) =Y3 (1) *XSD.XDIIEAN
GO TO 9
NI1N+I

QENDS (lIt)=4(I) *XSD.ID5IEAN
QMIEANS (HNi) 214 (I) *XD4XDKEAN
GO TO 9

5 NNI=NN+I
QENDS (ffII) aI(I) *lSD.IDMEAN
QdElNS (NNI) !5 (I) SISD.XDMEAN

GO TO 9
6 NNIIIN.

QENDS (N t)-(I-i) *STEP*SDXDMEA1I
* QMEANS (NIt). (1-0.5) STEP*SD+DMEAKI

GO TO 9
*7 NiIUNN+I

QENDS (N51) =17 (1) *ISD.IDMEAN
QREAHS (NI) .7 (1) *ZSDXDIMEAN

GO TO 9*

QZNDS (NNi)=X18(I) *XSD+XDMEAN
QMEAIS (MNI) 18 (I) *lSD.IDKEAM

9 CONTINUE

IC 10 CONITINUE

C SET UP END POINTS AND MEANS ON T4E LOVER
C SIDE OF THE MEAN.
C symmI-

NRID-iNN 1
C
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DO 12 I=1.NMf
C

1I2=MMID'I
QENDS(l2)uQENDS(N)(l1-) + 2.0 *QENaS (NMID

C
12 CONTINUE

C
C FIRST AND LAST END POINTS ARE -AND

CI INFINITY RESPECTIVELY)

C
QE'NOS (1)=-Q0. 1 E+6
QENDS (NNN) -Q. E+6

C
DO 1.3 1z1 4 ,N

C

QMEkNS (I) =QMEANS (Il) *{-1.0) 42.0 * ENDS ID

13 cc-N~TNriE

C
R ET UR 4
EN D
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C--DPCM2L TWO DIMENSIONAL DPCM MID
C
C IDENTIFICATION
C
C TITLE DPCM2L
C AUTHOR ROBERT N. HARALICK
C VERSION A.01
C DATE MARCH 1977
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C UPDATE 9 I
C
C AUTHOR OSCAR A. ZUNIGA
C DATE OCTOBER 10, 1978
C VERSION B.01
C LANGUAGE FORTRAN IV
C PURPOSE TEE ARRAY VT HAS BEEN ADDED TO THE
C ARGUMENT LIST TO COMPUTE THE DPCM
C PREDICTOR USING A WEIGHTED AVERAGE
C
C PURPOSE
C
C THIS SUBROUTINE IMPLENETS A SIMPLE TWO DIMENSIONAL
C LINEAR FOURTH ORDER DPCM FOR A LINE OF DATA
C
C ENTRY POINT
C

DPCM2L ( LNII, NUdPPL, LNPOUT, LNOUT, QTABLE, NTABLE,
C MAX, RANGE, IST, WT, NGEN, NUSED
C
C ARGUMENT LISTING

C
C LIT INT INPUT LINE OF DATA
C NUMPPL INT NUMBER OF VALUES IN INPUT LINE
C LNPOUT INT PREVIOUS OUTPUT LINE
C LNOUT INT CURRENT OUTPUT LINE
C QTABLE INT QUANTIZING TABLE
C QTABLE(IDIF) GIVES THE RECONSTRUCTED•C VALUE FOR ANY DIFFERENCE OF VALUE IDIF
C NTABLE INT LENGTH OF QUANTIZING TABLE
C MAX INT MAXIMUM VALUE OF AN INFUT
C RANGE REAL RANGE OF UNIYORSLY DISTRIBUTED DITHER
C IST DINT RANDOM NURBER GENERATOR SLED
C VT INT WEIGHTS FOR COMPUTING PRECICTOR
C YGEN INT NUMBER OF OUTPUT RECORDS GENERATED
C NOSED INT NUMBER OF INPUT RECORDS USED
C
C INTERNAL VARIABLES
C IPRED IT PREDICTED VALUE, COMPUTED FROM SU. OF
C THE FOUR NEAREST NEIGHBORS ABOVE AND TO
C THE LEFT OF TEE CURRENT (C,DE,R) :

C
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C ABC D H F.. PEEVIOUS LINE)
C P Q R S (CURRENT LIVE, COL S
C
C ROUTINES CALLED
C
C HAXO MAXI5UM OF A SET 0? INTEGERS (SYSTEM~ ROUTINE,
C IROUND ROUND OFF TO NEAREST INTrEGER (USER ROUTINE)
C IIIN0 MINIMU8 OF A SET OF INTEGERS (SYSTEMI P.OTTINE
C RC3 UNIFORM RANDOM NUMB3ER GENERATOR (SYSTEI ROCTT!
C
C

C
C

SUBROUTINE DPCM2t( LiIIN, NUMPPL, LNPOUT, LNCUT, QTABLE,
2 NTABLE, fAX,RANGE,IST, WT,N4GEN, NUSED

C
I&TEGER*4 1ST
INTEGER LNIN(NUIPPL) ,LIPOUT(NUMPPL),LNOUTNU1PPL)
INT EG ER OT AEL 2(NTABL E), WT (4) , DPCSUa

C
NRMLZF = iT (1) + WT (2) + 'T (3) +. W- (L4)
IRNO = HRLZF/2

M X1= 14.+MAX
LHOUT (1) = L3JIN (1)

C
00 1 1=2,4TINPPL
oDrHE=(RCM 4IS!) -. 5) RANGE
10DrR=lRO'TJN: (DITHER)

LCO'JM-t)LAOT(1-N)OUT () ,O, U 1 WT()+NOT J % 3

11~~~NI (1 1)T (2) (4)UT() ()
PEND=DCIIRN/NMZ

I(FLI 7 rEjl~+DH
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C--DPCNXX MODIFIED DPCM MID
C
C IDENTIFICATION
C
C TITLE DPCMXX
C AUTHOR "GE MONAGHAN
C VERSION A.01
C DATE MARCH 31, 1977
C LANGUAGE FORTRAN
C SYSTEM PDP-15
C
C PURPOSE
C
C THIS SUBROUTINE FORES A PREDICTOR FROM THE POUR
C NEAREST PREVIOUS DPCM VALUES PLUS THE FIVE REM-
C AINING NEAREST LOW PASS FILTERED VALUES.
C
C ENTRY POINT
C
C DPClXX ( LNIN, SUMPPL, LNLPF, LNXTLP, LNPOUT, LNOUT,
C QTABLE, NTABLE, MAX, RANGE, IST, WT, NGEN,
C NUSED
C
C ARGUMENT LISTING
C
C LNIN INT INPUT LIWE OF DATA
C NIUPPL INT NUMBER OF POIST PER INPUT/OUTPUT LINE
C LNLPY IST CURRENT LOW PASS FILTERED LINE
C LNXTLP INT NEXT LOW PASS FILTERED LINE
C LNPOUT INT PREVIOUS OUTPUT LINE
C LNOUT INT CURRENT OUTPUT LINE
C QTABLE INT QUANTIZING TABLE
C QTIBLE(IDIF) GIVES THE RECONSTRUCTED VALUE
C FOR ANY DIFFERENCE OF VALUE IDIF
C STABLE INT DIMENSION OF QTABLE
C MAX INT MAXIMUM VALUE OF AN INPUT LINE.
C RANGE REAL RANGE OF DITHER
C IST DINT SEED OF RANDOM NUMBER GENERATOR

,1 C WT INT 3X3 ARRAY OP WEIGHTS TC USE WHEN SUMMING
C PREVIOUS DPCM'D AND NEXT DATA POINTS WITH
C CURRENT DATA POINT
C NGEN INT NUMBER OF OUTPUT RECORDS GENERATED (=1)
C NOSED INT NUMBER CF INPUT RECORDS USED (.1)• C

C INTERNAL VARIABLES
C
C DPCSU INT WEIGHTED SUM OF 3 NEABST NEIGHBORS CN
C PREVIOUS DPCM LINE
C ITSUM INT WEIGHTED SUM OF LAST DPCM, CrJRRENT AND
C NEXT INPUT POINTS
C NIXTSUB INT WEIGHTED SUM OF 3 NEABYST NEIGHBOPS ON
C NEXT INPUT LINE
C IPRED INT PREDICTED VALUE, COMPUTED FROM DPCSUMi
C ITSUM.NXTSUM
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C
C ROUTINES CALLZD
C
C MINO MINI[MUM OF A SET OF INTZGZRS (SYSTEM)
C MAIO MAXIMUM OF A SET OF INTEGERS (SYSTEM)
C IROUND ROUND OFF TO NEAREST INTEGER (USER)
C aCM UNIFORM RAIDOM NUMBER GENERATOR (SYSTEM)
C
C

C
C

SUBR.n'TINE Y2L9. ( IN, 4UMPPL, LU~LPF, LNXTILP, I4POUT,
2 LNOUT, QTABLE, NTABLE, M AX, RANGE,

3 IST, WT, HGEN, NUSED
C

INTEGER*4 ISDT
INTEGER LNOJTfT.pPTL Q TABLE (NTABLE), Al1..NPF (NUSPPL)
INTEGER L~NJPLLNXTLP(NUMPPL), LSIPOUT(NUMPPL)
ISTEGER W-T ( , PCSUM

C

C-

C DC 1ST AND LAST DPCM'S SPECIALLY
C

-- 4 jv N") M ~N~ P

C NOW DGU THE REST OF' THE LIN~E

IPI. *vq7'NG It-!, SUMPPL

Dr'~Eh= c~~:Yr)-.)*RANGE

C
OPCSUI = LNPOr77(l.~l)*WT(1, 1) LNPOUT(I)*WTC1,2)+

1'2 LNPOfITtIP1)*WT(l,3)
ITSUAI LN~r7T(I'41)*WT(2,l) #,LNiLPF (1) * 4T(2, 2)+

2 LNRLPF (IP 1) *WT (2, 3)
NXTSTIM =LNXTLP (IM1)*lT (3, 1) + LNXTLP (I) *WT (3,2)+

2 L ITL P (?1) WT (3, 3)
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XPEED a (DPCSU + ITSU8 + MXTSUM + RD/N~Z

IDIY a LNII(I) - IPPiED + flAIP1+IDTHR
IDI[?iMkX0 (1,IDIF)
IDIP-111H 0 (NTABE# ID 1P')
LNOUT (I) =IPEED + qTABLI(IDI7) -IDTHR

LNOUT(I) MA 1X(LlIoT(I).o)
C

1000 CONTINUE
C

NGZN1
NOSED - 1

C
RETU RN
END
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#--BSERR MEAN SQUAPE ERROR MID
S

0 IDENTIFICATION
I

* TITLE MSERR
* AUTHOR OSCAR A. ZUNIGA
* VERSION A.01
* DATE JULY 6, 1979
0 LANGUAGE RATFOR
s SYSTEM IBA-370
S

* PURPOSE
S

* THIS ROUTIN4E COMPUTES THE MEAN SQUARE ERROR EETWEEN TWO
# ARRAYS OF INTEG!R DATA.
S

* ENTRY OIN'r
*

!SERs ( Li.Ni'l, L.:NE2, MSE, NPPL

* ARGUMEYT .

* LINEl tN'7 1-0 ARIAY OF DATA

* LINE2 1,1'r 1-0 ARRAY OF DATA
%oSE aEAL THE MEAN SQUARE ERROR

s NPPL INT THE SIZE OF THE INPUT ARRAYS
S

* ROUTINES CALLED
*

I 4NEGR -- N 1 / P L L N 2 (N

MS

S

DO K ,I?

2LIN1, LINE2, SE, NPPL
!S

' NTEGE bL1NE ( NPPL ), LINE2 ( NPPL)

DOE = 1,E P2L LI.NE1 (K) - LINE2 (K) * , 2

RETURN
END
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*--UPDEGS UPDATE EDGES MID
I
# IDENTIFICATION
I
# TITLE UPDEGS
# AUTHOR OSCAR A. ZUNIGA
# VERSION A.01
# DATE MAY 16, 1979
s LANGUAGE RATFOR
8 SYSTEM IBN-370
I
* PURPOSE

# THIS ROUTINE UPDATES THE CONTENTS OF THE BUFFERS CON-
# TAINING THE NEIGHBORING TOP EDGES AND THE NEIGHBORING
# LEFT EDGES WHENEVER A BLOCK HAS BEEN PROCESSED.
s
* ENTRY POINT
*
# UPDEGS ( OTBLK, TOPEDG, LFTEDG, CORER, NPPL, NLIN,
0 IB, J, NR, NC
I
# ARGUMENT LISTING
I
s OTBLK INT THE PROCESSED OUTPUT BLOCK
* TOPEDG INT THE BUFFER THAT STORES ALL NEIGH-
# BORING EDGES IN THE PREVIOUS
t PROCESSED ROW OF BLOCKS
# LTEDG INT THE BUFFER THAT STORES ALL NEIGH-
* BORING EDGES IN THE PREV:OUS
* PROCESSED COLUMN OF BLOCKS
# CORNR INT THE PREVIOUS PROCESSED VALUE
# AT THE CORNER OF A GIVEN BLOCK
* NPPL INT THE NUMBEP CF POINTS PER LINE
* IN THE IMAGE
# NLIN INT THE NUMBER OF LINES IN THE
* IMAGE
* ID INT THE POSITION OF A BLCCK IN A
, COLUMN OF BLCCKS
t JB INT THE POSITION OF A BLOCK IN A
* ROU OF BLOCKS
* NR INT THE NUMBER OF ROWS PEP ELOCK

* MVC INT TEE NUMBER CF COLUMNS PER BLOCK

t) ROUTINES CALLED

t NONE

,1 I

SUBROUTINE UPDBGS ( OTBLK, TOPEDG, LFTEDG, CORNR,
NPPL, NLIN, IB, JB, NP, SC
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ISPLICIT INTEGER A - Z)

IIUTGER OTBLK (Nft, NC)
INTEGER TOPEDG (NPPL ),LPTEDG ( LIN)

* UPDATE EDGES

CORE. - TOPEDG ( C*JB
00 K = 1, NR

*OLFTEDG CNR*(IB-1) + K ) -OTBLX ( K, NC)
DO K =1, NIC
TOPEDG (NC*(JB-1) + K ) =OTBLK ( NE, K )

RET URN
END
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